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Abstract

Information contraction is one of the most fundamental concepts in information
theory as evidenced by the numerous classical converse theorems that utilize it. In
this dissertation, we study several problems aimed at better understanding this notion,
broadly construed, within the intertwined realms of information theory, statistics, and
discrete probability theory.

In information theory, the contraction of f -divergences, such as Kullback-Leibler
(KL) divergence, χ2-divergence, and total variation (TV) distance, through channels (or
the contraction of mutual f -information along Markov chains) is quantitatively captured
by the well-known data processing inequalities. These inequalities can be tightened to
produce “strong” data processing inequalities (SDPIs), which are obtained by intro-
ducing appropriate channel-dependent or source-channel-dependent “contraction coef-
ficients.” We first prove various properties of contraction coefficients of source-channel
pairs, and derive linear bounds on specific classes of such contraction coefficients in
terms of the contraction coefficient for χ2-divergence (or the Hirschfeld-Gebelein-Rényi
maximal correlation). Then, we extend the notion of an SDPI for KL divergence by an-
alyzing when a q-ary symmetric channel dominates a given channel in the “less noisy”
sense. Specifically, we develop sufficient conditions for less noisy domination using ideas
of degradation and majorization, and strengthen these conditions for additive noise
channels over finite Abelian groups. Furthermore, we also establish equivalent charac-
terizations of the less noisy preorder over channels using non-linear operator convex
f -divergences, and illustrate the relationship between less noisy domination and impor-
tant functional inequalities such as logarithmic Sobolev inequalities.

Next, adopting a more statistical and machine learning perspective, we elucidate
the elegant geometry of SDPIs for χ2-divergence by developing modal decompositions
of bivariate distributions based on singular value decompositions of conditional ex-
pectation operators. In particular, we demonstrate that maximal correlation functions
meaningfully decompose the information contained in categorical bivariate data in a
local information geometric sense and serve as suitable embeddings of this data into
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Euclidean spaces. Moreover, we propose an extension of the well-known alternating con-
ditional expectations algorithm to estimate maximal correlation functions from training
data for the purposes of feature extraction and dimensionality reduction. We then an-
alyze the sample complexity of this algorithm using basic matrix perturbation theory
and standard concentration of measure inequalities. On a related but tangential front,
we also define and study the information capacity of permutation channels.

Finally, we consider the discrete probability problem of broadcasting on bounded
indegree directed acyclic graphs (DAGs), which corresponds to examining the contrac-
tion of TV distance in Bayesian networks whose vertices combine their noisy input
signals using Boolean processing functions. This generalizes the classical problem of
broadcasting on trees and Ising models, and is closely related to results on reliable com-
putation using noisy circuits, probabilistic cellular automata, and information flow in
biological networks. Specifically, we establish phase transition phenomena for random
DAGs which imply (via the probabilistic method) the existence of DAGs with logarith-
mic layer size where broadcasting is possible. We also construct deterministic DAGs
where broadcasting is possible using expander graphs in deterministic quasi-polynomial
or randomized polylogarithmic time in the depth. Lastly, we show that broadcasting is
impossible for certain two-dimensional regular grids using techniques from percolation
theory and coding theory.

Thesis Supervisor: Lizhong Zheng
Title: Professor of Electrical Engineering and Computer Science

Thesis Supervisor: Yury Polyanskiy
Title: Associate Professor of Electrical Engineering and Computer Science
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rows belong to PY)
Rm×nsto convex set ofm×n row stochastic matrices withm,n ∈ N (whose

rows belong to Pn)
L2(X , PX) separable Hilbert space of square integrable real-valued functions

on the domain X endowed with an inner product defined by the
probability distribution PX ∈ PX

u uniform probability mass function (pmf)
∆x Kronecker delta pmf in PX with x ∈ X such that ∆x(x) = 1 and

∆x(x′) = 0 for x′ ∈ X\{x}
1{·} indicator/characteristic function which equals 1 if its input

proposition is true and 0 if its input proposition is false
P(·) probability measure
E[·] expectation operator
EP [·] expectation operator with respect to distribution P
VAR(·) variance operator
COV(·, ·) covariance operator
X ⊥⊥ Y random variables X and Y are independent
N (µ, σ2) Gaussian distribution with mean µ ∈ R and variance σ2 ≥ 0
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NOTATION AND ABBREVIATIONS

Bernoulli(p) distribution of a Bernoulli random variable that equals 1 with
probability p ∈ [0, 1] and 0 with probability 1− p

binomial(n, p) distribution of a binomial random variable (which is a sum of n
i.i.d. Bernoulli(p) random variables) with n ∈ N trials and success
probability p ∈ [0, 1]

Information Theory

BSC(δ) binary symmetric channel with crossover probability δ ∈ [0, 1]
defined in (2.42) in chapter 2

DSBS(δ) doubly symmetric binary source with parameter δ ∈ [0, 1], which
is the distribution of two uniform Bernoulli random variables
(X,Y ) where X is passed through a BSC(δ) to produce Y

BEC(δ) binary erasure channel with erasure probability δ ∈ [0, 1] defined
in (4.145) in chapter 4

wδ q-ary symmetric channel noise pmf in Pq with total crossover
probability δ ∈ [0, 1] defined in (3.18) in chapter 3, where q ∈ N
and q ≥ 2

Wδ q-ary symmetric channel matrix in Rq×qsto with total crossover
probability δ ∈ [0, 1] defined in (3.19) in chapter 3, where q ∈ N
and q ≥ 2

Eε |X |-ary erasure channel with input alphabet X and output alpha-
bet X ∪ {e} that either erases its input and outputs the erasure
symbol e with erasure probability ε ∈ [0, 1] or copies its input
with probability 1− ε

Bachmann-Landau Asymptotic Notation

Consider any two real-valued functions f(·) and g(·) with domain R or N (in which case
f and g are sequences) such that g is strictly positive.

Little-o notation: f(ε) = o(g(ε)) if and only if:

lim
ε→0

f(ε)
g(ε) = 0 ,

where ε ∈ R;
f(n) = o(g(n)) if and only if:

lim
n→∞

f(n)
g(n) = 0 ,

where n ∈ N and we sometimes use the indices K, k, q ∈ N
instead of n.
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NOTATION AND ABBREVIATIONS

Little-ω notation: f(n) = ω(g(n)) if and only if:

lim
n→∞

g(n)
f(n) = 0 ,

where we also assume that f is strictly positive.
Big-O notation: f(n) = O(g(n)) if and only if:

lim sup
n→∞

|f(n)|
g(n) < +∞ .

Big-Ω notation: f(n) = Ω(g(n)) if and only if:

lim inf
n→∞

f(n)
g(n) > 0 ,

where we also assume that f is strictly positive.
Big-Θ notation: f(n) = Θ(g(n)) if and only if:

0 < lim inf
n→∞

f(n)
g(n) ≤ lim sup

n→∞

f(n)
g(n) < +∞ ,

where we also assume that f is strictly positive.
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Chapter 1

Introduction

INFORMATION contraction is a foundational concept in information theory and other
related fields. For instance, the concept, broadly construed, is intimately related to

the second law of thermodynamics in statistical physics, which is one of the most funda-
mental laws of nature (see [53, Section 4.4], [200, Section 3.3], [230, Section 1.3]). This
dissertation attempts to develop a finer understanding of information contraction from
various perspectives in information theory, statistics, and discrete probability theory.

The notion of information contraction is quantitatively captured by the well-known
data processing inequality (DPI). The most rudimentary form of this inequality states
that mutual information contracts across any Markov chain U → X → Y :

I(U ;Y ) ≤ I(U ;X) (1.1)

where I(·; ·) denotes the mutual information between its two input random variables.
Although this form of the DPI suffices for introductory expositions of information the-
ory, in this dissertation, we consider the following more general version of the DPI to
enable a more sophisticated mathematical treatment of information contraction. For
every fixed channel or Markov transition kernel W ∈ PY|X , the f -divergence between
any two probability distributions RX , PX ∈ PX contracts after the distributions are
pushed forward through W :

Df (RXW ||PXW ) ≤ Df (RX ||PX) (1.2)

where RXW,PXW ∈ PY , and Df (·||·) denotes the f -divergence between its two input
distributions (see Definition 2.1 in chapter 2). Intuitively, the f -divergence is a general
notion of “distance” between distributions, and the general DPI in (1.2) depicts that
distinguishing (or binary hypothesis testing) between RX and PX based on observations
becomes more difficult when the observations are corrupted by noise from the channel
W .

The DPI is undoubtedly one the most fundamental inequalities in information theory
as evidenced by the numerous classical converse theorems that rely on it, cf. [200, Section
3.3]. Yet, there are several simple questions it does not answer. For example, when W
represents the stochastic transition probability matrix of a discrete-time ergodic Markov
chain, a natural question to pose is: What is the rate at which the distribution over the
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CHAPTER 1. INTRODUCTION

states converges to the stationary distribution of the Markov chain? Evidently, the DPI
cannot even establish convergence to stationarity, let alone determine the rate of this
convergence. To address such questions, we require sharpened versions of DPIs known
as “strong” data processing inequalities (SDPIs), which have recently been rediscovered
and applied in several disciplines (see e.g. [231, Section 2]). In particular, SDPIs are
obtained by maximally tightening DPIs for f -divergences using either source-channel-
dependent or only channel-dependent constants known as “contraction coefficients.”
These astonishingly deep and important constants have inspired several key questions
in this dissertation.

� 1.1 Organization of Thesis

We now concisely delineate the contents of the different chapters in this thesis. The
majority of the results in this thesis can be divided into three complementary parts.
Each part studies the notion of information contraction from the lens of a different dis-
cipline. Furthermore, each part can be construed as delving into the SDPIs and contrac-
tion coefficients corresponding to one of three salient specializations of f -divergences:
Kullback-Leibler (KL) divergence, χ2-divergence, and total variation (TV) distance.

� 1.1.1 Information Theory

The first part of this dissertation, which is comprised of chapters 2 and 3, adopts an
information theoretic perspective. It studies the relationships between contraction coef-
ficients for different f -divergences, and specifically, extends the SDPI for KL divergence
by exploiting its relation to well-known information theoretic preorders over channels.

In chapter 2, we first provide a fairly self-contained survey of the classical literature
on contraction coefficients, and then present some relevant new results and variations of
known results. For instance, it is well-known that for any discrete source-channel pair,
the contraction coefficients for a large class of f -divergences are lower bounded by the
contraction coefficient for χ2-divergence, cf. [189, Theorem 5], [234, Theorem III.3], [231,
Theorem 2]. We elucidate that this lower bound can be achieved by driving the input
f -divergences of the contraction coefficients to zero. Furthermore, we establish a linear
upper bound on the contraction coefficients for a certain class of f -divergences using
the contraction coefficient for χ2-divergence, and refine this upper bound for the salient
special case of KL divergence. Lastly, we present an alternative proof of the fact that
the contraction coefficients for KL and χ2-divergences are equal for a Gaussian source
with an additive Gaussian noise channel, cf. [82, Theorem 7], [217, p.2], [152, Section
5.2, part 5], where we additionally allow the former contraction coefficient to be power
constrained. Several proofs of the results in chapter 2 are contained in appendix A.

Recently, it was shown that the contraction coefficient for KL divergence of a given
channel V ∈ PY|X can be characterized by the extremal q-ary erasure channel that
dominates V in the precise sense of being “less noisy” (where q = |X |) [231, Section
6]. Inspired by this result, chapter 3 extends the notion of SDPIs by studying the basic
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Sec. 1.1. Organization of Thesis

question of whether a given channel V can be dominated by a q-ary symmetric channel.
The concept of less noisy ordering between channels originated in network information
theory (in the context of broadcast channels) and is defined in terms of mutual infor-
mation or KL divergence [156]. We provide an equivalent characterization of it in terms
of any f -divergence corresponding to a non-linear operator convex function f . This
generalizes the well-known result that contraction coefficients of channels are equal for
all f -divergences with non-linear operator convex functions f [46, Theorem 1]. Further-
more, we develop a simple criterion for domination by a q-ary symmetric channel in
terms of the minimum entry of the stochastic matrix defining the channel V . The cri-
terion is strengthened for the special case of additive noise channels over finite Abelian
groups. Finally, we prove that domination by a q-ary symmetric channel implies (via
comparison of Dirichlet forms) a logarithmic Sobolev inequality for the original chan-
nel. This develops a concrete connection between information theoretic preorders over
channels and important functional inequalities which are cornerstones of the modern
approach to studying ergodicity and hypercontractivity of Markov processes, isoperime-
try, and concentration of measure. We note that several proofs of the results in chapter
3, as well as pertinent supplementary results for chapter 3, are contained in appendix
B.

� 1.1.2 Statistics and Machine Learning

The second part of this dissertation, which is comprised of chapter 4, adopts a statistical
and machine learning perspective. It unveils the elegant geometry underlying the SDPI
for χ2-divergence, and demonstrates how this geometric understanding enables us to
decompose mutual χ2-information and perform feature extraction and dimensionality
reduction for high-dimensional inference tasks.

One of the central ideas examined and extended in chapter 4 is the notion of
Hirschfeld-Gebelein-Rényi maximal correlation [96, 125, 236, 242], which is a measure
of true statistical dependence between two random variables. It is well-known in the
literature that for a fixed source-channel pair PX ∈ PX and PY |X ∈ PY|X , the squared
maximal correlation between the random variables X and Y is equal to the contraction
coefficient for χ2-divergence [242]. Furthermore, the maximal correlation between X
and Y is a singular value of the conditional expectation operator, or equivalently, the
divergence transition matrix (DTM), cf. Definition 4.1, defined by the joint distribution
PX,Y [125, 236]. Therefore, the underlying singular value decomposition structure of
the conditional expectation operator or the DTM corresponding to PX,Y can be used
to understand the geometry of the SDPI for χ2-divergence. In chapter 4, we explicate
this “modal decomposition” structure of the bivariate distribution PX,Y . Although such
modal decompositions have formed the basis of correspondence analysis [24, 125] and
the theory of Lancaster distributions [165], our development reveals their vital role in
modern data science and machine learning applications with categorical bivariate data.
Specifically, we illustrate that maximal correlation functions (i.e. singular vectors of
conditional expectation operators) serve as feature functions that meaningfully decom-
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CHAPTER 1. INTRODUCTION

pose information in categorical data in a local information geometric sense and suitably
embed categorical data into Euclidean spaces. In the process of demonstrating this,
we also establish important properties of conditional expectation operators and DTMs,
and characterize the set of all DTMs. Finally, we propose an extension of the so called
alternating conditional expectations algorithm, cf. [35], to efficiently learn maximal cor-
relation functions from training data, and perform various kinds of sample complexity
analysis for this algorithm. We note that proofs of auxiliary results for chapter 4, as well
as relevant compendiums of matrix perturbation theory and exponential concentration
of measure inequalities, are contained in appendix C.

It is worth mentioning that in section 4.8, we digress from the statistical flavor of
the rest of chapter 4 and tackle an information theoretic question. The modal decompo-
sition structure of bivariate distributions intuitively suggests a natural way to encode
information and combat noise in permutation channels. However, we demonstrate that
this intuition is misleading, and present an elegant solution to the (ultimately different)
problem of reliably communicating through permutation channels. In particular, the
permutation channel model constitutes a discrete memoryless channel (DMC) followed
by a random permutation block that reorders the output codeword of the DMC. This
model naturally emerges in the context of communication networks, and coding theo-
retic aspects of the model have been widely studied (see e.g. [159–161]). In contrast to
the bulk of this literature, we analyze the information theoretic aspects of the model
by defining an appropriate notion of “permutation channel capacity.” We consider two
special cases of the permutation channel model: the binary symmetric channel (BSC)
and the binary erasure channel. We establish the permutation channel capacity of the
former, and prove bounds on the permutation channel capacity of the latter. Somewhat
surprisingly, our results illustrate that permutation channel capacities are generally ag-
nostic to the parameters that define the DMCs. Furthermore, our achievability proof
yields a conceptually simple, computationally efficient, and capacity achieving coding
scheme for the BSC permutation channel.

� 1.1.3 Discrete Probability Theory

The third part of this dissertation, which is comprised of chapter 5, considers the broader
setting of Bayesian networks rather than point-to-point channels or Markov chains, and
analyzes the discrete probability problem of broadcasting on bounded indegree directed
acyclic graphs (DAGs). Specifically, it studies the following generalization of the well-
known problem of broadcasting on trees, cf. [83]. Consider an infinite DAG with a unique
source vertex X, where every non-source vertex has d ≥ 2 incoming edges. Let the
collection of vertices at distance k from X be called the kth layer of the DAG, and have
cardinality Lk. At time k = 0, the source vertex is given a uniform bit. At time k ≥ 1,
each vertex in the kth layer receives d bits from its parents in the (k−1)th layer. These
bits are transmitted along edges that are independent BSCs with common crossover
probability δ ∈

(
0, 1

2
)
. Each vertex at the kth layer then combines its d input bits using

a deterministic d-ary Boolean processing function that generates the value at the vertex.
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Sec. 1.1. Organization of Thesis

The goal is to be able to reconstruct the original bit with probability of error better than
1
2 from the values of all vertices at an arbitrarily deep layer k. Guided by the information
theorist’s basic tenet of understanding fundamental limits of models, we establish phase
transition results for δ that determine when reconstruction is possible, and derive the
optimal growth of Lk that permits reconstruction. We note that reconstruction of X is
impossible if and only if the TV distance between the two conditional distributions of
the vertices at the kth layer (given X = 0 and X = 1, respectively) vanishes as k →∞
(due to Le Cam’s relation). Therefore, from this perspective, the broadcasting on DAGs
problem is entirely a question about contraction of TV distance.

Besides its canonical broadcast interpretation, broadcasting on DAGs is a natural
model of reliable computation and storage, cf. [85, 86, 115, 286]. Indeed, the model can
be construed as a noisy circuit constructed to remember a bit, where the edges are wires
that independently make errors, and the Boolean processing functions at the vertices
are perfect logic gates. Furthermore, the broadcasting model on certain DAGs, such as
trees or two-dimensional (2D) regular grids, can also be perceived as ferromagnetic Ising
models, cf. [83, Section 2.2], or one-dimensional (1D) probabilistic cellular automata (or
more generally, discrete-time statistical mechanical spin-flip systems on 1D lattices—see
e.g. [107–109]) with boundary conditions that limit the number of sites at each time k
to Lk = k+ 1, respectively. Other special cases of the model represent information flow
in biological networks (see e.g. [63, 212,213,238]).

In chapter 5, we demonstrate the existence of DAGs with bounded indegree and
layers of size Lk = Ω(log(k)) that permit reconstruction provided that δ is sufficiently
small. We show this via a probabilistic argument using random DAGs, where for each
incoming edge to a vertex at layer k, its starting vertex is chosen uniformly from all
vertices at layer k − 1 and independently of all other edges. In particular, for random
DAGs with d ≥ 3 and all majority processing functions, we identify the (degree and
function dependent) critical threshold for δ below which reconstruction is possible, and
above which reconstruction is impossible. For random DAGs with d = 2, where the
choice of good processing functions is unclear, we show that applying alternating layers
of AND and OR processing functions yields a similar phase transition phenomenon with
a different critical threshold for δ. Moreover, we establish a partial converse for odd d ≥ 3
illustrating that the identified thresholds are impossible to improve by selecting different
processing functions if the decoder is restricted to using a single vertex’s value. Finally,
for any δ ∈

(
0, 1

2
)
, we construct explicit deterministic DAGs using regular bipartite

lossless expander graphs, with sufficiently large bounded degree and layers of size Lk =
Θ(log(k)), such that reconstruction is possible. Specifically, the constituent expander
graphs of such DAGs can be generated in either deterministic quasi-polynomial time or
randomized polylogarithmic time in the number of layers. These results demonstrate a
doubly-exponential advantage for storing a bit in bounded degree DAGs compared to
trees (where d = 1 and Lk must be exponential for reconstruction to be possible [83]).

On the negative side, inspired by the literature surrounding the “positive rates
conjecture” for 1D probabilistic cellular automata, cf. [109, Section 1], we conjecture
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that it is impossible to propagate information in a 2D regular grid regardless of the noise
level δ and of the choice of processing function (which is the same for every vertex). We
take some first steps towards establishing this conjecture in chapter 5, and prove that
reconstruction is impossible for any δ ∈

(
0, 1

2
)
provided all vertices use either AND or

XOR for their processing functions. Lastly, we note that several proofs of the results in
chapter 5 are contained in appendix D.

� 1.1.4 General Remarks

Before delving into our study of information contraction, we make some pertinent re-
marks. Firstly, the expositions in chapters 2, 3, 4, and 5 are all fairly self-contained.
So, each chapter possesses its own conclusion and future directions section that appears
at the end of the chapter. In addition, we also conclude the broader discussion of this
thesis in chapter 6. Secondly, each chapter also ends with bibliographical notes that
indicate the publications or manuscripts upon which the chapter is based. Finally, we
note that this thesis assumes knowledge of several rudimentary topics in mathematics.
In particular, we refer readers to [17, 27, 128, 129, 266] for the relevant linear algebra
and matrix theory, [239] for introductory real analysis, [199,262] for introductory func-
tional analysis, [34] for basic convex analysis, [41,89] for the relevant measure theoretic
probability theory, and [170] for the theory of Markov chains. This thesis also assumes
familiarity with the basic concepts of information theory and statistics. So, we also refer
readers to [53,58,230] for the relevant information theory, [81] for the pertinent snippets
of network information theory, and [150, 290] for the necessary concepts of theoretical
statistics and detection and estimation theory.
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Chapter 2

Contraction Coefficients and
Strong Data Processing Inequalities

STRONG data processing inequalities for KL divergence and mutual information
[5,10,11,82,147], and more generally f -divergences [229,231,234], have been studied

extensively in various contexts in information theory. They are obtained by tightening
traditional data processing inequalities using distribution dependent constants known
as “contraction coefficients.” Contraction coefficients for f -divergences come in two fla-
vors: those pertaining to source-channel pairs, and those pertaining only to channels.
The broad goal of this chapter is to study various inequalities and equalities that eluci-
date the relationship between contraction coefficients of source-channel pairs. We will
primarily establish general bounds on contraction coefficients for certain classes of f -
divergences, as well as specific bounds on the contraction coefficient for KL divergence,
in terms of the contraction coefficient for χ2-divergence (or squared Hirschfeld-Gebelein-
Rényi maximal correlation). On the other hand, we will consider contraction coefficients
of channels in chapter 3, and among other things, prove an appropriate generalization
of the well-known result that the contraction coefficient for KL divergence is equal to
the contraction coefficient for any f -divergence with non-linear operator convex f [46].

� 2.1 Chapter Outline

We briefly delineate the discussion in the remainder of this chapter. We will first provide
an overview of the burgeoning literature on contraction coefficients in section 2.2. This
section will compile formal definitions and key properties of both the aforementioned
variants of contraction coefficients, and briefly outline their genesis in the study of er-
godicity. Then, we will state and explain our main results, and discuss related literature
in section 2.3. In section 2.4, we will present some useful bounds between f -divergences
and χ2-divergence, and use them to prove linear upper bounds on contraction coeffi-
cients of source-channel pairs for a certain class of f -divergences and KL divergence.
Following this, we will prove the equivalence between certain contraction coefficients of
Gaussian sources with additive Gaussian noise channels in section 2.5. Finally, we will
conclude our discussion and propose future research directions in section 2.6.
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� 2.2 Overview of Contraction Coefficients

In this section, we will define contraction coefficients for f -divergences and present some
well-known facts about them. We begin by introducing some preliminary definitions
and notation pertaining to f -divergences in subsection 2.2.1, and then give a brief
prelude on contraction coefficients and strong data processing inequalities in the ensuing
subsections.

� 2.2.1 f-Divergence

Consider a discrete sample space X , {1, . . . , |X |} with cardinality 2 ≤ |X | < +∞,
where we let singletons in X be natural numbers without loss of generality. Let PX ⊆(
R|X |

)∗ denote the probability simplex in
(
R|X |

)∗ of all probability mass functions (pmfs)
on X , where

(
R|X |

)∗ is the dual vector space of R|X | consisting of all row vectors of
length |X |. We perceive PX as the set of all possible probability distributions of a
random variable X with range X , and construe each pmf PX ∈ PX as a row vector
PX = (PX(1), . . . , PX(|X |)) ∈

(
R|X |

)∗. We also let P◦X denote the relative interior of PX ,
which contains all strictly positive pmfs on X . A popular notion of “distance” between
pmfs in information theory is the (Csiszár) f -divergence, which was independently
introduced by Csiszár in [54,55] and by Ali and Silvey in [8].1

Definition 2.1 (f-Divergence [8, 54, 55]). Given a convex function f : (0,∞)→ R
that satisfies f(1) = 0, we define the f -divergence of a pmf PX ∈ PX from a pmf
RX ∈ PX as:

Df (RX ||PX) ,
∑
x∈X

PX(x)f
(
RX(x)
PX(x)

)
(2.1)

= EPX
[
f

(
RX(X)
PX(X)

)]
(2.2)

where we assume that f(0) = limt→0+ f(t) (which is possibly infinity), 0f(0/0) = 0,
and for all r > 0, 0f(r/0) = limp→0+ pf(r/p) = r limp→0+ pf(1/p) (which could also be
infinity), based on continuity and other considerations (see [174, Section 3] for details).

The f -divergences generalize several well-known divergence measures that are used
in information theory, statistics, and probability theory. We present some examples
below:

1. Total variation (TV) distance: When f(t) = 1
2 |t − 1|, the corresponding f -

divergence is the TV distance:

‖RX − PX‖TV , max
A⊆X

|RX(A)− PX(A)| (2.3)

1Although f -divergences are usually credited to these references, it is worth mentioning that they
were independently discovered by Morimoto in [207], Akaike in [7], and Ziv and Zakai in [295,296].
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= 1
2 ‖RX − PX‖1 (2.4)

= 1−
∑
x∈X

min{RX(x), PX(x)} (2.5)

= min
PX,X′ :

PX=PX ,PX′=RX

P(X 6= X ′) (2.6)

= max
g:X→R :

maxx∈X |g(x)|≤ 1
2

ERX [g(X)]− EPX [g(X)] (2.7)

where PX(A) =
∑
x∈A PX(x) for any A ⊆ X , the maximum in (2.3) is achieved

by the set A∗ = {x ∈ X : RX(x) ≥ PX(x)} [170, Remark 4.3],2 (2.4) is the `1-
norm characterization of TV distance [170, Proposition 4.2], (2.5) is the affinity
characterization of TV distance [170, Equation (4.13)],3 (2.6) is Dobrushin’s max-
imal coupling representation of TV distance which maximizes P(X = X ′) over
all couplings (i.e. joint pmfs) PX,X′ of the random variables X,X ′ ∈ X such that
the marginal distributions of X and X ′ are PX = PX and PX′ = RX , respec-
tively [170, Proposition 4.7], and (2.7) is the Kantorovich-Rubinstein dual charac-
terization of (2.6) (where the latter can be construed as a Wasserstein distance of
order 1 with respect to the Hamming metric) [170, Proposition 4.5].4

2. Kullback-Leibler (KL) divergence [163, Section 2]: When f(t) = t log(t),
the corresponding f -divergence is the KL divergence (or relative entropy):

D(RX ||PX) ,
∑
x∈X

RX(x) log
(
RX(x)
PX(x)

)
. (2.8)

3. χ2-divergence [218]:5 When f(t) = (t− 1)2 or f(t) = t2 − 1, the corresponding
f -divergence is the (Neyman) χ2-divergence:

χ2(RX ||PX) ,
∑
x∈X

(RX(x)− PX(x))2

PX(x) . (2.9)

4. Hellinger divergence of order α ∈ (0,∞)\{1} [173, Definition 2.10]: When
f(t) = tα−1

α−1 , the corresponding f -divergence is the Hellinger divergence (or Tsallis
divergence) of order α:

Hα(RX ||PX) , 1
α− 1

(∑
x∈X

RX(x)αPX(x)1−α − 1
)

(2.10)

2We can perceive A∗ as the maximum likelihood decoding region for a binary hypothesis test between
RX and PX .

3Note that
∑

x∈X min{RX(x), PX(x)} is known as the affinity between RX and PX , cf. [293].
4We refer readers to [284] for a comprehensive treatment of the Monge-Kantorovich problem and

transportation theory.
5See e.g. [220] for other variants of χ2-divergence due to Pearson and Vajda and their relation to

f -divergences.
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where 1
2H1/2(RX ||PX) is known as the squared Hellinger distance, H2(RX ||PX) =

χ2(RX ||PX) is the χ2-divergence (above), and α = 1 corresponds to KL divergence
(above), H1(RX ||PX) = D(RX ||PX), by analytic extension, cf. [245, Section II].

5. Vincze-Le Cam divergence of order λ ∈ (0, 1) [114,167,285]: When f(t) =
(λ(1− λ)(t− 1)2)/(λt+ (1− λ)), the corresponding f -divergence is the Vincze-Le
Cam divergence of order λ:

LCλ(RX ||PX) , λ(1− λ)
∑
x∈X

(RX(x)− PX(x))2

λRX(x) + (1− λ)PX(x) (2.11)

=
(

λ

1− λ

)
χ2(RX ||λRX + (1− λ)PX) (2.12)

where the special case of λ = 1
2 is called the Vincze-Le Cam distance or triangular

discrimination.

Although f -divergences are not valid metrics in general,6 they satisfy several useful
properties. To present some of these properties, we let Y , {1, . . . , |Y|} denote another
discrete alphabet with 2 ≤ |Y| < +∞, and corresponding probability simplex PY of
possible pmfs of a random variable Y with range Y. Furthermore, we let PY|X denote
the set of |X | × |Y| row stochastic matrices in R|X |×|Y|. Throughout our discussion in
this chapter, the discrete channel of conditional pmfs {PY |X=x ∈ PY : x ∈ X} will
correspond to a transition probability matrix W ∈ PY|X (where the xth row of W
is PY |X=x). We interpret W : PX → PY as a map that takes input pmfs PX ∈ PX
to output pmfs PY = PXW ∈ PY . Some well-known properties of f -divergences are
presented next, cf. [54, 55]:

1. Non-negativity and reflexivity: For every RX , PX ∈ PX , Jensen’s inequality
yields:

Df (RX ||PX) ≥ 0 (2.13)
where equality holds if RX = PX . Furthermore, if f is strictly convex at unity,
then equality holds if and only if RX = PX .7

2. Affine invariance: Consider any affine function α(t) = a(t−1) with a ∈ R. Then,
for every RX , PX ∈ PX :

Dα(RX ||PX) = 0 . (2.14)
Hence, f and f + α define the same f -divergence,8 i.e. for every RX , PX ∈ PX :

Df+α(RX ||PX) = Df (RX ||PX) . (2.15)
6We often distinguish f -divergences that are metrics by dubbing them as “distances” (e.g. TV

distance, Hellinger distance), while the term “divergence” is reserved for f -divergences that are not
metrics (e.g. KL divergence, χ2-divergence).

7Strict convexity of f : (0,∞)→ R at unity implies that for every x, y ∈ (0,∞) and λ ∈ (0, 1) such
that λx+(1−λ)y = 1, λf(x)+(1−λ)f(y) > f(1). The aforementioned examples of f -divergences have
this property. We also note that (2.13) is known as Gibbs’ inequality in the KL divergence case.

8Note that f + α : (0,∞)→ R is the function (f + α)(t) = f(t) + a(t− 1).
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3. Csiszár duality: Let the Csiszár conjugate function of f be f∗ : (0,∞) → R,
f∗(t) = tf(1/t), which is also convex and satisfies f∗∗ = f .9 Then, for every
RX , PX ∈ PX :

Df∗(PX ||RX) = Df (RX ||PX) . (2.16)

4. Joint convexity: The map (RX , PX) 7→ Df (RX ||PX) is convex in the pair of
input pmfs.

5. Data processing inequality (DPI): For every W ∈ PY|X , and every RX , PX ∈
PX , we have (by the convexity of perspective functions):

Df (RXW ||PXW ) ≤ Df (RX ||PX) (2.17)

where equality holds if Y is a sufficient statistic ofX for performing inference about
the pair (RX , PX), cf. [174, Definition 5]. Furthermore, if f is strictly convex and
Df (RX ||PX) < ∞, then equality holds if and only if Y is a sufficient statistic
of X for performing inference about the pair (RX , PX) (see e.g. [174, Theorem
14], [230, Section 3.1]).

While [55] and [56, Section 2] contain the original presentation of these properties,
we also refer readers to [230, Section 6] for a more didactic presentation. Note that due
to property 2, we only consider f -divergences with non-linear f .

We next define a notion of “information” between random variables corresponding
to any f -divergence that also exhibits a DPI. For random variables X and Y with
joint pmf PX,Y (consisting of (PX ,W )), the mutual f -information between X and Y is
defined as [50]:10

If (X;Y ) , Df (PX,Y ||PXPY ) (2.18)
=
∑
x∈X

PX(x)Df (PY |X=x||PY ) (2.19)

where PXPY denotes the product distribution specified by the marginal pmfs PX and
PY (also see [234, Equation (V.8)], [75, Equation (11)]). When f(t) = t log(t), mutual
f -information If (X;Y ) corresponds to standard mutual information I(X;Y ) (as de-
fined by Fano, cf. [230, Section 2.3]). Moreover, mutual f -information possesses certain
natural properties of information measures. For example, if X and Y are independent,
then If (X;Y ) = 0, and the converse holds when f is strictly convex at unity.

Now suppose U is another random variable with discrete alphabet U , {1, . . . , |U|}
such that 2 ≤ |U| < +∞. If (U,X, Y ) are jointly distributed and form a Markov chain
U → X → Y , then they satisfy the DPI [56]:11

If (U ;Y ) ≤ If (U ;X) (2.20)
9Note also that f is strictly convex at unity if and only if f∗ is strictly convex at unity.

10In (2.19), we use the convention that PX(x)Df (PY |X=x||PY ) = 0 if PX(x) = 0.
11Although Csiszár studies a different notion known as f-informativity in [56], (2.20) can be distilled

from the proof of [56, Proposition 2.1].

31



CHAPTER 2. CONTRACTION COEFFICIENTS AND STRONG DATA PROCESSING INEQUALITIES

where equality holds if Y is a sufficient statistic of X for performing inference about
U (i.e. U → Y → X also forms a Markov chain). Moreover, if f is strictly convex
and If (U ;X) < ∞, then equality holds if and only if Y is a sufficient statistic of
X for performing inference about U . Needless to say, the DPIs (2.17) and (2.20) are
generalizations of the better known DPIs for KL divergence and mutual information that
can be found in standard texts on information theory, e.g. [53] (also see [163, Theorem
4.1]). Finally, note that although we cite [54,55] and [56] for the DPIs (2.17) and (2.20)
respectively, (2.17) was also established in [207], and both DPIs were independently
proved in [295,296].12

We end this subsection with a brief exposition of the “local quadratic behavior” of f -
divergences. Local approximations of f -divergences are geometrically appealing because
they transform neighborhoods of stochastic manifolds, with certain f -divergences as the
distance measures, into inner product spaces with the Fisher-Rao information metric,
cf. [9,33,139]. Consider any reference pmf PX ∈ P◦X (which forms the “center of the local
neighborhood” of pmfs that we will be concerned with), and any other pmf RX ∈ PX .
Let us define the spherical perturbation vector of RX from PX as:

KX , (RX − PX) diag
(√

PX
)−1

(2.21)

where
√
· denotes the entry-wise square root when applied to a vector. Using KX , we

can construct a trajectory of spherically perturbed pmfs:

R
(ε)
X = PX + εKX diag

(√
PX
)

(2.22)

= (1− ε)PX + εRX (2.23)

which is parametrized by ε ∈ (0, 1), and corresponds to the convex combinations of RX
and PX . Note that KX provides the direction of the trajectory (2.22), and ε controls
how close R(ε)

X and PX are. Furthermore, (2.22) clarifies why KX is called a “spherical
perturbation” vector; KX is proportional to the first order perturbation term as ε→ 0
of
√
R

(ε)
X from

√
PX , which are embeddings of the pmfs R(ε)

X and PX as vectors on the
unit sphere in

(
R|X |

)∗.
Now suppose the function f : (0,∞) → R that defines our f -divergence is twice

differentiable at unity with f ′′(1) > 0.13 Then, Taylor’s theorem can be used to show
that this f -divergence is locally proportional to χ2-divergence, cf. [59, Section 4] (or
[53], [230, Section 4.2], Proposition 4.3 in chapter 4 for the KL divergence case):14

Df (R(ε)
X ||PX) = f ′′(1)

2 ε2χ2(RX ||PX) + o
(
ε2
)

(2.24)

12In particular, Ziv and Zakai studied generalized information functionals in [295], and a specialization
of [295, Theorem 5.1] yields Df (PUPY ||PU,Y ) ≤ Df (PUPX ||PU,X) for any Markov chain U → X → Y .
By the Csiszár duality property of f -divergences, this implies (2.20).

13Note that since f : (0,∞)→ R is convex, it has a second derivative almost everywhere by Alexan-
drov’s theorem. (This is closely related to Lebesgue’s theorem for differentiability of monotone functions,
and Rademacher’s theorem for differentiability of Lipschitz continuous functions.)

14In particular, we apply a lesser known version of Taylor’s theorem to f(t) around t = 1 where the
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= f ′′(1)
2 ε2 ‖KX‖22 + o

(
ε2
)
. (2.25)

The local approximation in (2.25) is somewhat more flexible than the version in (2.24).
Indeed, we can construct a trajectory (2.22) using a spherical perturbation vector KX ∈(
R|X |

)∗ that satisfies the orthogonality constraint
√
PXK

T
X = 0, but is not of the form

(2.21). For sufficiently small ε 6= 0 (depending on PX and KX), the vectors R(ε)
X defined

by (2.22) are in fact valid pmfs in PX .15 So, the approximation in (2.25) continues to
hold because it is concerned with the regime where ε→ 0.

It is also straightforward to verify that f -divergences with f ′′(1) > 0 are locally
symmetric:

Df (R(ε)
X ||PX) = Df (PX ||R(ε)

X ) + o
(
ε2
)
. (2.26)

Hence, they resemble the standard Euclidean metric within a “neighborhood” of pmfs
around a reference pmf in P◦X . Note that the advantage of using spherical perturbations
{KX ∈

(
R|X |

)∗ :
√
PXK

T
X = 0} over additive perturbations (e.g. RX −PX) is that they

form an inner product space equipped with the standard Euclidean inner product. This
allows us to recast (2.24) using the `2-norm of KX instead of a weighted `2-norm of
the additive perturbation KXdiag(

√
PX). Consequently, we benefit from more polished

notation and simpler algebra later on—see our proof of Theorem 2.1. Finally, we remark
that perturbation ideas like (2.22) have also been exploited in various other contexts in
information theory, and we refer readers to [3, 33,104,139] for a few examples.

� 2.2.2 Contraction Coefficients of Source-Channel Pairs

The DPIs, (2.17) and (2.20), can be maximally tightened into so called strong data
processing inequalities (SDPIs) by inserting in pertinent constants known as contraction
coefficients. There are two variants of contraction coefficients: the first depends on a
source-channel pair, and the second depends solely on a channel. We introduce the
former kind of coefficient in this subsection, and defer a discussion of the latter kind to
ensuing subsections.

Definition 2.2 (Contraction Coefficient of Source-Channel Pair). For any input
pmf PX ∈ PX and any discrete channel W ∈ PY|X corresponding to a conditional
distribution PY |X , the contraction coefficient for a particular f -divergence is:

ηf (PX , PY |X) , sup
RX∈PX :

0<Df (RX ||PX)<+∞

Df (RXW ||PXW )
Df (RX ||PX)

(weak differentiability) assumption that f(t) is twice differentiable at t = 1 yields the Peano form of the
remainder [14, 120]. Standard versions of Taylor’s theorem use stronger differentiability assumptions,
cf. [120,239], and admit more elegant representations of the remainder term such as the Lagrange and
Cauchy forms.

15For larger values of ε (in magnitude), although R(ε)
X always sums to 1 since

√
PXK

T
X = 0, it may

not be entry-wise non-negative.
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where the supremum is taken over all pmfs RX ∈ PX such that 0 < Df (RX ||PX) < +∞.
Furthermore, if X or Y is a constant a.s., we define ηf (PX , PY |X) = 0.

Using Definition 2.2, we may write the ensuing SDPI from the DPI for f -divergences
in (2.17):

Df (RXW ||PXW ) ≤ ηf (PX , PY |X)Df (RX ||PX) (2.27)

which holds for every RX ∈ PX , with fixed PX ∈ PX and W ∈ PY|X . The next
proposition illustrates that the DPI for mutual f -information can be improved in a
similar fashion.

Proposition 2.1 (Mutual f-Information Contraction Coefficient [234, Theo-
rem V.2]). For any input pmf PX ∈ PX , any discrete channel PY |X ∈ PY|X , and any
convex function f : (0,∞)→ R that is differentiable, has uniformly bounded derivative
in some neighborhood of unity, and satisfies f(1) = 0, we have:

ηf (PX , PY |X) = sup
PU|X :U→X→Y
0<If (U ;X)<+∞

If (U ;Y )
If (U ;X)

where the supremum is taken over all conditional distributions PU |X ∈ PU|X and finite
alphabets U of U such that U → X → Y form a Markov chain.16

Proposition 2.1 is proved in [234, Theorem V.2]. The special case of this result for KL
divergence was proved in [11] (which tackled the finite alphabet case) and [229] (which
derived the general alphabet case). Intuitively, the variational problem in Proposition
2.1 determines the probability model that makes Y as close to a sufficient statistic of X
for U as possible (see the comment after (2.20)). Furthermore, the result illustrates that
under regularity conditions, the contraction coefficient for any f -divergence gracefully
unifies the DPIs for the f -divergence and the corresponding mutual f -information as the
tightest factor that can be inserted into either one of them. Indeed, when the random
variables U → X → Y form a Markov chain, we can write the SDPI version of (2.20):

If (U ;Y ) ≤ ηf (PX , PY |X)If (U ;X) (2.28)

which holds for every conditional distribution PU |X , with fixed PX ∈ PX and PY |X ∈
PY|X . Note that even if the conditions of Proposition 2.1 do not hold, (2.28) is still true
(but ηf (PX , PY |X) may not be the tightest possible constant that can be inserted into
(2.20)).

There are two contraction coefficients that will be particularly important to our
study. The first is the contraction coefficient for KL divergence:

ηKL(PX , PY |X) = sup
RX∈PX :

0<D(RX ||PX)<+∞

D(RXW ||PXW )
D(RX ||PX) . (2.29)

16It suffices to let |U| = 2 in the extremization [234, Theorem V.2].
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This quantity is related to the fundamental notion of hypercontractivity in statistics
[5].17 In fact, the authors of [5] and [10] illustrate how ηKL(PX , PY |X) can be defined as
the chordal slope of the lower boundary of the hypercontractivity ribbon at infinity in
the discrete and finite setting.

The contraction coefficient for KL divergence elucidates a striking dichotomy be-
tween the extremizations in Definition 2.2 and Proposition 2.1. To delineate this con-
trast, we first specialize Proposition 2.1 for KL divergence [11,229]:

ηKL(PX , PY |X) = sup
PU ,PX|U :U→X→Y

I(U ;X)>0

I(U ;Y )
I(U ;X) (2.30)

where the optimization is (equivalently) over all PU ∈ PU with U = {0, 1} (without loss
of generality, cf. [229, Appendix B]) and all PX|U ∈ PX|U such that marginalizing yields
PX . We next recall an example from [11] where U = {0, 1}, X ∼ Bernoulli

(1
2
)
, and PY |X

is an asymmetric erasure channel. In this numerical example, the supremum in (2.30)
is achieved by the sequences of pmfs:

• {P (k)
X|U=0 ∈ PX : k ∈ N},

• {P (k)
X|U=1 ∈ PX : k ∈ N},

• {P (k)
U ∈ PU : k ∈ N},

satisfying the following conditions:

lim
k→∞

P
(k)
U (1) = 0 , (2.31)

lim
k→∞

D(P (k)
X|U=0||PX) = 0 , (2.32)

lim inf
k→∞

D(P (k)
X|U=1||PX) > 0 , (2.33)

lim sup
k→∞

D(P (k)
Y |U=0||PY )

D(P (k)
X|U=0||PX)

< ηKL(PX , PY |X), (2.34)

lim
k→∞

D(P (k)
Y |U=1||PY )

D(P (k)
X|U=1||PX)

= ηKL(PX , PY |X). (2.35)

This example conveys that in general, although (2.30) is maximized when I(U ;X)→ 0
[82], (2.29) is often achieved by a sequence of pmfs

{
R

(k)
X ∈ PX \{PX} : k ∈ N

}
that

17Hypercontractivity refers to the phenomenon that some conditional expectation operators are con-
tractive even when their input functional space has a (probabilistic) Lq-norm while their output func-
tional space has a (probabilistic) Lp-norm with 1 ≤ q < p (see e.g. [10]). This notion has found applica-
tions in information theory because hypercontractive quantities are often imparted with tensorization
properties which permit single letterization.
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does not tend to PX (due to the non-concave nature of this extremal problem). At
first glance, this is counter-intuitive because the DPI (2.17) is tight when RX = PX .
However, Theorem 2.1 (presented in subsection 2.3.1) will portray that maximizing the
ratio of KL divergences with the constraint that D(RX ||PX) → 0 actually achieves
ηχ2(PX , PY |X), which is often strictly less than ηKL(PX , PY |X) [11]. Therefore, there
is a stark contrast between the behaviors of the optimization problems in (2.29) and
(2.30).

The second important contraction coefficient is the contraction coefficient for χ2-
divergence:

ηχ2(PX , PY |X) = sup
RX∈PX :

0<χ2(RX ||PX)<+∞

χ2(RXW ||PXW )
χ2(RX ||PX) (2.36)

which is closely related to a generalization of the Pearson correlation coefficient be-
tween X and Y known as the Hirschfeld-Gebelein-Rényi maximal correlation, or simply
maximal correlation [96, 125, 236, 242]. We next define maximal correlation, which was
proven to be a measure of statistical dependence satisfying seven natural axioms (some
of which will be given in Proposition 2.3 later) that such measures should exhibit [236].

Definition 2.3 (Maximal Correlation [96, 125, 236, 242]). For two jointly dis-
tributed random variables X ∈ X and Y ∈ Y, the maximal correlation between X and
Y is given by:

ρmax(X;Y ) , sup
f :X→R, g:Y→R :

E[f(X)]=E[g(Y )]=0
E[f(X)2]=E[g(Y )2]=1

E [f(X)g(Y )]

where the supremum is taken over all Borel measurable functions f and g satisfying the
constraints. Furthermore, if X or Y is a constant a.s., there exist no functions f and
g that satisfy the constraints, and we define ρmax(X;Y ) = 0.

It can be shown that the contraction coefficient for χ2-divergence is precisely the
squared maximal correlation [242]:

ηχ2(PX , PY |X) = ρmax(X;Y )2 . (2.37)

Furthermore, the next proposition portrays that maximal correlation can be represented
as a singular value; this was originally observed in [125, 236] in slightly different forms
(also see [11,75,289] and [180, Theorem 3.2.4]).

Proposition 2.2 (Singular Value Characterization of Maximal Correlation
[125, 236]). Given the random variables X ∈ X and Y ∈ Y with joint pmf PX,Y
(consisting of (PX ,W )), we may define a divergence transition matrix (DTM):18

B , diag
(√

PX
)
Wdiag

(√
PY
)†
. (2.38)

18Note that for every x ∈ X and y ∈ Y with PX(x) > 0 and PY (y) > 0, the entry [B]x,y =
PX,Y (x, y)/

√
PX(x)PY (y), and [B]x,y = 0 otherwise.
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Then, the maximal correlation ρmax(X;Y ) is the second largest singular value of B.

Proof. See appendix A.1. �

From Proposition 2.2 and (2.37), we see that the contraction coefficient for χ2-
divergence is in fact the squared second largest singular value of the DTM B. We can
write this using the Courant-Fischer-Weyl variational characterization of eigenvalues or
singular values (cf. Theorem C.1 in appendix C.1 or [129, Theorems 4.2.6 and 7.3.8])
as:

ηχ2(PX , PY |X) = max
x∈R|X|\{0}:√

PXx=0

∥∥∥BTx
∥∥∥2

2
‖x‖22

(2.39)

where
√
PX

T is the right singular vector of BT corresponding to its maximum singular
value of unity.

Singular value decompositions (SVDs) of DTMs and their relation to χ2-divergence
have been well-studied in statistics. For example, the field of correspondence analy-
sis, which was initiated by Hirschfeld in 1935 [125], deals with understanding the de-
pendence between categorical random variables. In particular, simple correspondence
analysis views a bivariate pmf PX,Y as a contingency table, and decomposes the depen-
dence between X and Y into so called principal inertia components using the SVD of B,
cf. [111], [110, Section 2], and the references therein. In [125], Hirschfeld used this obser-
vation to produce a modal decomposition of mutual χ2-information (or Pearson’s mean
square contingency χ2(PX,Y ||PXPY )). Although correspondence analysis was merely
used as a data visualization technique in the past, it has become part of the broader
toolkit of geometric data analysis now. Recently, the authors of [75] have studied prin-
cipal inertia components (which are eigenvalues of the Gramian matrix BTB) in the
context of information and estimation theory. They generalize the first principal inertia
component (i.e. squared maximal correlation) into a quantity known as k-correlation
for k ∈ {1, . . . ,min{|X |, |Y|}− 1} (which is the Ky Fan (k+ 1)-norm of BTB minus 1),
prove some properties of k-correlation such as convexity and DPI [75, Section II], and
demonstrate several applications.

While correspondence analysis concerns categorical random variables, the analysis
and identification of so called Lancaster distributions is a related line of inquiry due to
Lancaster that studies the dependence between general (non-categorical) random vari-
ables [165,166]. In particular, given a joint distribution PX,Y over a product measurable
space X×Y such that χ2(PX,Y ||PXPY ) <∞,19 Lancaster proved in [165] that there exist
orthonormal bases, {fj ∈ L2(X ,PX) : 0 ≤ j < |X |} and {gk ∈ L2(Y,PY ) : 0 ≤ k < |Y|},
and some sequence {σk ≥ 0 : 0 ≤ k < min{|X |, |Y|}} of non-negative correlations, such

19Note that PX and PY are marginal distributions of PX,Y , and PXPY denotes their product distri-
bution. Furthermore, the condition χ2(PX,Y ||PXPY ) <∞, which can be perceived as a Hilbert-Schmidt
condition that ensures compactness of the conditional expectation operators associated with PX,Y ,
cf. [191, Equation (43)], implies that PX,Y is absolutely continuous with respect to PXPY .
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that PX,Y is a Lancaster distribution exhibiting the decomposition:

dPX,Y
dPXPY

(x, y) =
min{|X |,|Y|}−1∑

k=0
σkfk(x)gk(y) (2.40)

where dPX,Y /dPXPY is the Radon-Nikodym derivative of PX,Y with respect to PXPY .
When X and Y are finite, the decomposition in (2.40) precisely captures the SVD struc-
ture of B corresponding to PX,Y . It is worth mentioning that explicit expansions of the
form (2.40) in terms of orthogonal polynomials have been derived for various bivariate
distributions. We refer readers to [68,78,112,191] and the references therein for further
details on such classical work. More contemporary results on Lancaster distributions are
presented in [157, 158] and the references therein. As explained in [158], one direction
of research is to find the extremal sequences of non-negative correlations corresponding
to the extremal points of the compact, convex set of Lancaster distributions associated
with certain marginal distributions and their orthogonal polynomial sequences. We refer
readers to [191, Section II-D] for further references on this general area.

Yet another direction of research has focused on the computational aspects of de-
composing DTMs. A well-known method of computing SVDs of DTMs is the alternating
conditional expectations algorithm—see [35] for the original algorithm in the context of
non-linear regression, and [182] for a variant of the algorithm in the context of feature
extraction. At its heart, the alternating conditional expectations algorithm employs a
power iteration method to estimate singular vectors of the DTM. It turns out that
such singular vectors corresponding to larger singular values can be identified as “more
informative” score functions. This insight has been exploited to perform inference on
hidden Markov models in an image processing setting in [132], and has been framed as
a means of performing universal feature extraction in [135].

Having introduced the pertinent contraction coefficients, we now present several
properties of contraction coefficients for f -divergences; many of these properties are
well-known or straightforward to prove, but a few have not appeared in the literature
to our knowledge. (Furthermore, many of these properties can be extended to hold for
general random variables X and Y .)

Proposition 2.3 (Properties of Contraction Coefficients of Source-Channel
Pairs). The contraction coefficient for an f -divergence satisfies the following properties:

1. (Normalization) For any joint pmf PX,Y , we have that 0 ≤ ηf (PX , PY |X) ≤ 1.

2. (Independence) Given random variables X and Y with joint pmf PX,Y , if X and
Y are independent, then ηf (PX , PY |X) = 0. Conversely, if f is strictly convex at
unity and ηf (PX , PY |X) = 0, then X and Y are independent.

3. (Decomposability) Suppose we have a joint pmf PX,Y such that the marginal pmfs
satisfy PX ∈ P◦X and PY ∈ P◦Y . We say that PX,Y is decomposable when there
exist functions h : X → R and g : Y → R such that h(X) = g(Y ) a.s. and
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VAR(h(X)) > 0,20 or equivalently, when the undirected bipartite graph with dis-
joint vertex sets X and Y and edge set {(x, y) ∈ X × Y : PY |X(y|x) > 0} has two
or more connected components, cf. [5, Section 1].21 If f is strictly convex, twice
differentiable at unity with f ′′(1) > 0, and f(0) < ∞, then PX,Y is decomposable
if and only if ηf (PX , PY |X) = 1.

4. (Convexity [234, Proposition III.3]) For any fixed PX ∈ P◦X , the function PY|X 3
PY |X 7→ ηf (PX , PY |X) is convex in the channel PY |X .

5. (Tensorization [234, Theorem III.9]) If f induces a sub-additive and homogeneous
f -entropy,22 and {PXi,Yi : PXi ∈ P◦Xi and PYi ∈ P

◦
Yi for i ∈ {1, . . . , n}} are inde-

pendent joint pmfs, then we have:

ηf (PXn
1
, PY n1 |Xn

1
) = max

1≤i≤n
ηf (PXi , PYi|Xi)

where Xn
1 = (X1, . . . , Xn) and Y n

1 = (Y1, . . . , Yn).

6. (Sub-multiplicativity) If U → X → Y are discrete random variables with finite
ranges that form a Markov chain, then we have:

ηf (PU , PY |U ) ≤ ηf (PU , PX|U )ηf (PX , PY |X) .

Furthermore, for any fixed joint pmf PX,Y such that X is not a constant a.s., we
have:

ηf (PX , PY |X) = sup
PU|X :U→X→Y
ηf (PU ,PX|U )>0

ηf (PU , PY |U )
ηf (PU , PX|U )

where the supremum is over all arbitrary finite ranges U of U , and over all condi-
tional distributions PU |X ∈ PU|X such that U → X → Y form a Markov chain.

7. (Maximal Correlation Lower Bound [234, Theorem III.3], [231, Theorem 2]) Sup-
pose we have a joint pmf PX,Y such that the marginal pmfs satisfy PX ∈ P◦X and
PY ∈ P◦Y . If f is twice differentiable at unity with f ′′(1) > 0, then we have:

ηχ2(PX , PY |X) = ρmax(X;Y )2 ≤ ηf (PX , PY |X) .

Proof. See appendix A.2 for certain proofs, as well as relevant references for special-
izations of the results. �

20For general alphabets X and Y, the functions h and g must be Borel measurable.
21In this thesis, for any two vertices u, v of a graph, we let (u, v) denote an undirected edge between

u and v if the graph is undirected, and a directed edge from u to v if the graph is directed.
22For a convex function f : (0,∞)→ R, the f-entropy of a non-negative random variable Z is defined

as Entf (Z) , E[f(Z)] − f(E[Z]), where it is assumed that E[f(Z)] < ∞ (see [234, Section II] and the
references therein).
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We now make some relevant remarks. Firstly, to our knowledge, part 3 has not ap-
peared in the literature before to this level of generality; only the ηχ2 and ηKL cases were
known, cf. [5, 289]. Furthermore, the equivalence between the definition of decompos-
ability and its combinatorial characterization holds because h and g exist if and only if
the row stochastic transition probability matrix W ∈ PY|X corresponding to PY |X has
block diagonal structure after appropriately permuting its rows and columns (where the
blocks are determined by the preimage sets of h and g), and these blocks correspond
to connected components in the associated bipartite graph. We also note that when
ηf (PX , PY |X) = 1, it can be verified that the zero error capacity of the channel PY |X is
strictly positive [250].

Secondly, since parts 1, 2, and 3 of Proposition 2.3 illustrate that contraction coeffi-
cients are normalized measures of statistical dependence between random variables, we
can perceive the sub-multiplicativity property in part 6 as a meta-SDPI for contraction
coefficients in analogy with (2.28). In fact, part 6 also portrays that the contraction
coefficient of the meta-SDPI for ηf is given by ηf itself. This latter aspect of part 6,
while quite simple, has also not explicitly appeared in the literature to this level of
generality to our knowledge; only the ηχ2 case is presented in [16, Lemma 6].

Thirdly, the version of the DPI for ηKL presented in [5] (also see [10, Section II-A])
holds for general ηf . Indeed, if U → X → Y → V are discrete random variables with
finite ranges that form a Markov chain, then a straightforward consequence of parts 1
and 6 of Proposition 2.3 is the following monotonicity property:

ηf (PU , PV |U ) ≤ ηf (PX , PY |X). (2.41)

Fourthly, the maximal correlation lower bound in part 7 of Proposition 2.3 can be
achieved with equality. For instance, let f(t) = t log(t) and consider a doubly symmetric
binary source (DSBS) with parameter α ∈ [0, 1], denoted DSBS(α). A DSBS describes
a joint distribution of two uniform Bernoulli random variables (X,Y ), where X is
passed through a binary symmetric channel (BSC) with crossover probability α, denoted
BSC(α), to produce Y . Recall that a BSC(α) is a channel from X = {0, 1} to Y = {0, 1}
such that:

∀x, y ∈ {0, 1}, PY |X(y|x) =
{

1− α , y = x
α , y 6= x

. (2.42)

It is proven in [5] that for (X,Y ) ∼ DSBS(α), the maximal correlation lower bound
holds with equality:

ηKL(PX , PY |X) = ηχ2(PX , PY |X) = (1− 2α)2 (2.43)

where ηχ2(PX , PY |X) = (1−2α)2 can be readily computed using the singular value char-
acterization of maximal correlation presented in Proposition 2.2. As another example,
consider PY |X defined by an |X |-ary erasure channel Eβ ∈ PY|X with erasure probabil-
ity β ∈ [0, 1], which has input alphabet X and output alphabet Y = X ∪ {e}, where
e is the erasure symbol. Recall that given an input x ∈ X , Eβ erases x and outputs e
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with probability β, and copies its input x with probability 1−β. It is straightforward to
verify that Df (RXEβ||PXEβ) = (1−β)Df (RX ||PX) for every RX , PX ∈ PX . Therefore,
for every input pmf PX ∈ PX and every f -divergence, ηf (PX , PY |X) = 1− β.

Finally, we note that although we independently proved part 7 of Proposition 2.3
using the local approximation of f -divergence idea from [189, Theorem 5], the same
idea is used by [234, Theorem III.3] and [231, Theorem 2] to prove this result. In fact,
this idea turns out to stem from the proof of [49, Theorem 5.4] (which is presented later
in part 6 of Proposition 2.5).

� 2.2.3 Coefficients of Ergodicity

Before discussing contraction coefficients that depend solely on channels, we briefly
introduce the broader notion of coefficients of ergodicity. Coefficients of ergodicity were
first studied in the context of understanding ergodicity and convergence rates of finite
state-space (time) inhomogeneous Markov chains, cf. [248, Section 1]. We present their
definition below.

Definition 2.4 (Coefficient of Ergodicity [249, Definition 4.6]). A coefficient
of ergodicity is a continuous scalar function η : PY|X → [0, 1] from PY|X (with fixed
dimension) to [0, 1].23 Such a coefficient is proper if for any W ∈ PY|X , η(W ) = 0 if
and only if W = 1PY for some pmf PY ∈ PY (i.e. W is unit rank).

One useful property of proper coefficients of ergodicity is their connection to weak
ergodicity. Consider a sequence of row stochastic matrices {Wk ∈ PX|X : k ∈ N} that
define an inhomogeneous Markov chain on the state space X . Let the forward product
of r ≥ 1 of these consecutive matrices starting at index p ∈ N be:

T(p,r) ,
r−1∏
i=0

Wp+i . (2.44)

The Markov chain {Wk ∈ PX|X : k ∈ N} is said to be weakly ergodic (in the Kolmogorov
sense) if for all x1, x2, x3 ∈ X and all p ∈ N [249, Definition 4.4]:

lim
r→∞

[
T(p,r)

]
x1,x3

−
[
T(p,r)

]
x2,x3

= 0 . (2.45)

This definition captures the intuition that the rows of a forward product should equalize
when r → ∞ for an ergodic Markov chain.24 The next proposition conveys that weak
ergodicity can be equivalently defined using proper coefficients of ergodicity.

23The set PY|X is endowed with the standard topology induced by the Frobenius norm. Furthermore,
X is typically the same as Y in Markov chain settings.

24Note that if the limiting row stochastic matrix limr→∞ T(p,r) exists for all p ∈ N, then the Markov
chain is strongly ergodic [249, Definition 4.5].
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Proposition 2.4 (Weak Ergodicity [249, Lemma 4.1]). Let η : PX|X → [0, 1] be a
proper coefficient of ergodicity. Then, the inhomogeneous Markov chain {Wk ∈ PX|X :
k ∈ N} is weakly ergodic if and only if:

∀p ∈ N, lim
r→∞

η(T(p,r)) = 0 .

To intuitively understand this result, notice that T(p,r) becomes (approximately) unit
rank as r →∞ for a weakly ergodic Markov chain. So, we also expect limr→∞ η(T(p,r)) =
0, since a proper coefficient of ergodicity is continuous, and equals zero when its input
is unit rank. We refer readers to [249, Lemma 4.1] for a formal proof of Proposition
2.4. We also suggest [248], [249, Chapters 3 and 4], [145], [247, Chapter 3], and the
references therein for further expositions of such ideas.

One of the earliest and most notable examples of proper coefficients of ergodicity
is the Dobrushin contraction coefficient. Given a row stochastic matrix W ∈ PY|X
corresponding to a channel PY |X , its Dobrushin contraction coefficient is defined as the
Lipschitz constant of the map PX 3 PX 7→ PXW with respect to the `1-norm (or TV
distance) [72]:25

ηTV(W ) , sup
RX ,PX∈PX :
RX 6=PX

‖RXW − PXW‖TV
‖RX − PX‖TV

(2.46)

= max
v∈(R|X|)∗:
‖v‖1=1, v1=0

‖vW‖1 (2.47)

= max
RX ,PX∈PX

‖RXW − PXW‖TV (2.48)

= max
x,x′∈X

∥∥∥PY |X=x − PY |X=x′
∥∥∥

TV
(2.49)

= 1− min
x,x′∈X

∑
y∈Y

min
{
PY |X(y|x), PY |X(y|x′)

}
(2.50)

where the various equivalent characterizations of (2.46) in (2.47), (2.48), (2.49) (Do-
brushin’s two-point characterization [72]), and (2.50) (affinity characterization, cf. (2.5))
can be found in (or easily deduced from) [249, Chapter 4.3]. The characterization in
(2.50) illustrates that ηTV(W ) < 1 if and only ifW is a scrambling matrix (which means
that no two rows of W are orthogonal) [249, p.82].26

In addition to the properties of proper coefficients of ergodicity, ηTV also exhibits
the following properties:

1. Lipschitz continuity [145, Theorem 3.4, Remark 3.5]: For all V,W ∈ PY|X :

|ηTV(V )− ηTV(W )| ≤ ‖V −W‖∞ (2.51)
25Based on the bibliographic discussion in [249, pp.144-147], the Dobrushin contraction coefficient

(or equivalently, the Dobrushin ergodicity coefficient) may also be attributed (at least partly) to both
Doeblin and Markov. In fact, the coefficient has been called the Doeblin contraction coefficient or
presented as the Markov contraction lemma in the literature (see e.g. [155, p.619]).

26Thus, ηTV(W ) < 1 if and only if the zero error capacity of W is 0 [250].
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where ‖·‖∞ denotes the maximum absolute row sum of a matrix.

2. Sub-multiplicativity [249, Lemma 4.3]: For every V ∈ PX|U and W ∈ PY|X :

ηTV(VW ) ≤ ηTV(V )ηTV(W ) . (2.52)

3. Sub-dominant eigenvalue bound [248, p.584, Equation (9)]: For everyW ∈
PX|X and every sub-dominant eigenvalue λ 6= 1 of W :

ηTV(W ) ≥ |λ| . (2.53)

The last two properties make ηTV a convenient tool for analyzing inhomogeneous
Markov chains. As explained in [145, Section 1], for a homogeneous Markov chain
W ∈ PX|X with stationary pmf π ∈ PX , it is well-known that the second largest eigen-
value modulus (SLEM) ofW , denoted µ(W ), controls the rate of convergence to station-
arity. Indeed, if µ(W ) < 1, then µ(Wn) = µ(W )n, and limn→∞W

n = 1π with rate de-
termined by µ(W ). However, for an inhomogeneous Markov chain {Wk ∈ PX|X : k ∈ N},
µ(T(1,n)) 6=

∏n
i=1 µ(Wi) in general because SLEMs are not multiplicative. The last two

properties of ηTV illustrate that it is a viable replacement for SLEMs in the study of
inhomogeneous Markov chains.

� 2.2.4 Contraction Coefficients of Channels

Contraction coefficients of channels form a broad class of coefficients of ergodicity. They
are defined similarly to (2.46), but using f -divergences in place of TV distance.
Definition 2.5 (Contraction Coefficient of Channel). For any discrete channel
W ∈ PY|X corresponding to a conditional distribution PY |X , the contraction coefficient
for a particular f -divergence is:

ηf (PY |X) , sup
PX∈PX

ηf (PX , PY |X)

= sup
RX ,PX∈PX :

0<Df (RX ||PX)<+∞

Df (RXW ||PXW )
Df (RX ||PX)

where the supremum is taken over all pmfs RX and PX such that 0 < Df (RX ||PX) <
+∞. Furthermore, if Y is a constant a.s., we define ηf (PY |X) = 0.

This definition transparently yields SDPIs analogous to (2.27) and (2.28) for con-
traction coefficients of channels. Furthermore, a version of Proposition 2.1 also holds
for contraction coefficients of channels. Indeed, using Definition 2.5 and Proposition
2.1, we observe that for any discrete channel PY |X ∈ PY|X , and any convex function
f : (0,∞) → R that is differentiable, has uniformly bounded derivative in some neigh-
borhood of unity, and satisfies f(1) = 0, we have:

ηf (PY |X) = sup
PU,X :U→X→Y
0<If (U ;X)<+∞

If (U ;Y )
If (U ;X) (2.54)
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where the supremum is taken over all joint pmfs PU,X and finite alphabets U of U
such that U → X → Y form a Markov chain. The specialization of this result for KL
divergence can be found in [58, p.345, Problem 15.12] (finite alphabet case) and [231]
(general alphabet case).

There are two important examples of contraction coefficients of channels: the Do-
brushin contraction coefficient for TV distance (defined in (2.46)), and the contraction
coefficient for KL divergence. As seen earlier, given a channel PY |X , we use the notation
ηTV(PY |X), ηKL(PY |X), and ηχ2(PY |X) to represent the contraction coefficient of PY |X
for TV distance, KL divergence, and χ2-divergence, respectively. It is proved in [5] that
for any channel PY |X , we have:

ηKL(PY |X) = ηχ2(PY |X) . (2.55)

Therefore, we do not need to consider ηKL and ηχ2 separately when studying contraction
coefficients of channels. We remark that an alternative proof of (2.55) (which holds for
general measurable spaces) is given in [231, Theorem 3]. Furthermore, a perhaps lesser
known observation is that the proof technique of [85, Lemma 1, Theorem 1] (which
analytically computes ηKL(PY |X) for any binary channel PY |X with |X | = |Y| = 2),
when appropriately generalized for arbitrary finite alphabet sizes, also yields a proof of
(2.55). It is worth mentioning that the main contribution of Evans and Schulman in [85]
is an inductive approach to upper bound ηKL in Bayesian networks (or directed acyclic
graphs). We refer readers to [231] for an insightful distillation of this approach, as well as
for proofs of its generalization to TV distance (via Goldstein’s simultaneously maximal
coupling representation of the TV distance between two joint distributions [105]) and
its connection to site percolation.

We next present some well-known properties of contraction coefficients of channels.

Proposition 2.5 (Properties of Contraction Coefficients of Channels). The
contraction coefficient for an f -divergence satisfies the following properties:

1. (Normalization) For any channel PY |X ∈ PY|X , we have that 0 ≤ ηf (PY |X) ≤ 1.

2. (Independence [49, Section 4]) Given a channel PY |X ∈ PY|X , if X and Y are
independent, then ηf (PY |X) = 0. Conversely, if f is strictly convex at unity and
ηf (PY |X) = 0, then X and Y are independent.

3. (Scrambling [49, Theorem 4.2]) Given a channel PY |X ∈ PY|X , PY |X is a scram-
bling matrix if and only if ηf (PY |X) < 1.

4. (Convexity [49, Section 4], [234, Proposition III.3]) The function PY|X 3 PY |X 7→
ηf (PY |X) is convex.

5. (Sub-multiplicativity [49, Section 4]) If U → X → Y are discrete random variables
with finite ranges that form a Markov chain, then we have:

ηf (PY |U ) ≤ ηf (PX|U )ηf (PY |X) .
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6. (ηχ2 Lower Bound [49, Theorem 5.4], [50, Proposition II.6.15]) Given a channel
PY |X ∈ PY|X , if f is twice differentiable at unity with f ′′(1) > 0, then we have:

ηχ2(PY |X) ≤ ηf (PY |X) .

7. (ηTV Upper Bound [49, Theorem 4.1], [50, Proposition II.4.10]) For any channel
PY |X ∈ PY|X , we have:

ηf (PY |X) ≤ ηTV(PY |X) .

We omit proofs of these results, because the proofs are either analogous to the
corresponding proofs in Proposition 2.3, or are given in the associated references. Parts
1, 2, and 4 of Proposition 2.5 portray that contraction coefficients of channels are often
valid proper coefficients of ergodicity.27 We note that part 3 illustrates that ηf (PY |X) =
1 if and only if ηTV(PY |X) = 1 [49, Theorem 4.2], and it is straightforward to verify that
ηf (PY |X) = 1 if and only if the zero error capacity of PY |X is strictly positive [250]. We
also remark that an extremization result analogous to part 6 of Proposition 2.3, albeit
less meaningful, can be derived in part 5 of Proposition 2.5.

While (2.55) shows that part 6 of Proposition 2.5 can be easily achieved with equal-
ity, the inequality in part 7 is often strict. For example, when PY |X is a binary channel
with parameters a, b ∈ [0, 1] and row stochastic transition probability matrix:

W =
[
1− a a
b 1− b

]
(2.56)

it is straightforward to verify that ηKL(PY |X) ≤ ηTV(PY |X), with the inequality usually
strict, since we have:

ηKL(PY |X) = 1−
(√

a(1− b) +
√
b(1− a)

)2
(2.57)

ηTV(PY |X) = |1− a− b| (2.58)

where (2.57) is proved in [85, Theorem 1], and (2.58) is easily computed via (2.49).
Moreover, in the special case where PY |X is a BSC(α) with α ∈ [0, 1], we get [5]:

ηKL(PY |X) = (1− 2α)2 ≤ |1− 2α| = ηTV(PY |X) . (2.59)

On the other hand, as shown towards the end of subsection 2.2.2, ηf (PY |X) = 1− β for
every f -divergence when PY |X is an |X |-ary erasure channel with erasure probability
β ∈ [0, 1].

In view of part 6 and (2.55), it is natural to wonder whether there are other f -
divergences whose contraction coefficients (for channels) also collapse to ηχ2 . The fol-
lowing result from [46, Theorem 1] generalizes (2.55) and addresses this question.

27The convexity of PY |X 7→ ηf (PY |X) in part 4 of Proposition 2.5 implies that this map is continuous
on the interior of PY|X . So, only ηf that are also continuous on the boundary of PY|X are valid
coefficients of ergodicity.
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Proposition 2.6 (Contraction Coefficients for Non-Linear Operator Convex
f-Divergences [46, Theorem 1], [50]). For every non-linear operator convex func-
tion f : (0,∞)→ R such that f(1) = 0, and every channel PY |X ∈ PY|X , we have:

ηf (PY |X) = ηχ2(PY |X) .

The proof of [46, Theorem 1] relies on an elegant integral representation of oper-
ator convex functions. Such representations are powerful tools for proving inequalities
between contraction coefficients, and we will use them to generalize Proposition 2.6 in
chapter 3. In fact, part 7 of Proposition 2.5 can also be proved using an integral rep-
resentation argument, cf. [234, Theorem III.1]. In closing this overview, we also refer
readers to [231, Section 2] for a complementary and comprehensive survey of contraction
coefficients, and for references to various applications of these ideas in the literature.

� 2.3 Main Results and Discussion

We will primarily derive bounds between various contraction coefficients in this chapter.
In particular, we will address the following leading questions:

1. Can we achieve the maximal correlation lower bound in Proposition 2.3 by adding
constraints to the extremal problem that defines contraction coefficients of source-
channel pairs?
Yes, we can constrain the input f -divergence to be small as shown in Theorem 2.1
in subsection 2.3.1.

2. While we typically lower bound ηKL(PX , PY |X) using ηχ2(PX , PY |X) (Proposition
2.3 part 7), we typically upper bound it using ηTV(PY |X) (Proposition 2.5 part 7).
Is there a simple upper bound on ηKL(PX , PY |X) in terms of ηχ2(PX , PY |X)?
Yes, two such bounds are given in Corollary 2.1 and Theorem 2.3 in subsection
2.3.2.

3. Can we extend this upper bound for KL divergence to other f -divergences?
Yes, a more general bound is presented in Theorem 2.2 in subsection 2.3.2.

4. When X and Y are jointly Gaussian, the mutual information characterization
in (2.30) can be used to establish that ηKL(PX , PY |X) = ηχ2(PX , PY |X), cf. [82,
Theorem 7]. Is there a simple proof of this result that directly uses the definition of
ηKL? Does this equality hold when we add a power constraint to the extremization
in ηKL?
Yes, we discuss the Gaussian case in subsection 2.3.3, and prove this equality for
ηKL with a power constraint in Theorem 2.4. Our proof also establishes the known
equality using the KL divergence definition of ηKL.

The bounds we will derive in response to questions 2, 3, and 4 have the form of the
upper bound in:

ηχ2(PX , PY |X) ≤ ηf (PX , PY |X) ≤ C ηχ2(PX , PY |X) (2.60)
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where the first inequality is simply the maximal correlation lower bound from Proposi-
tion 2.3, and the constant C depends on PX,Y and f ; note that C = 1 in the setting of
question 4. We refer to such bounds as linear bounds between contraction coefficients
of source-channel pairs. We state our main results in the next few subsections.

� 2.3.1 Local Approximation of Contraction Coefficients

We assume in this subsection and in subsection 2.3.2 that we are given the random
variables X ∈ X and Y ∈ Y with joint pmf PX,Y such that the marginal pmfs satisfy
PX ∈ P◦X and PY ∈ P◦Y . Our first result portrays that forcing the input f -divergence to
be small translates general contraction coefficients into the contraction coefficient for
χ2-divergence.

Theorem 2.1 (Local Approximation of Contraction Coefficients). Suppose we
are given a convex function f : (0,∞) → R that is strictly convex at unity and twice
differentiable at unity with f(1) = 0 and f ′′(1) > 0. Then, we have:

ηχ2(PX , PY |X) = lim
δ→0+

sup
RX∈PX :

0<Df (RX ||PX)≤δ

Df (RXW ||PXW )
Df (RX ||PX)

where W ∈ PY|X is the row stochastic transition probability matrix representing the
channel PY |X .

We refer readers to appendix A.3 for the proof, and note that the specialization
of Theorem 2.1 for KL divergence was presented along with a proof sketch in the
conference paper [189, Theorem 3]. We now make several pertinent remarks. Firstly,
notice that the proof of part 7 of Proposition 2.3 in appendix A.2 (or the independent
proofs in [234, Theorem III.2] and [231, Theorem 2]) already captures the intuition
that performing the optimization of ηf (PX , PY |X) over local perturbations of PX yields
ηχ2(PX , PY |X) due to (2.25) and (2.39). However, this proof (with minor modifications)
only demonstrates that ηχ2(PX , PY |X) is upper bounded by the right hand side of
Theorem 2.1. While it is intuitively clear that this upper bound is met with equality,
the formal proof requires a few technical details as shown in appendix A.3.

Secondly, Theorem 2.1 transparently portrays that the maximal correlation lower
bound in part 7 of Proposition 2.3 can be achieved when the optimization that defines
ηf (PX , PY |X) imposes an additional constraint that the input f -divergence is small.
(Hence, Theorem 2.1 implies the maximal correlation lower bound.) This insight has
proved useful in comparing ηχ2(PX , PY |X) and ηKL(PX , PY |X) in statistical contexts
[152, p.5].

Thirdly, Theorem 2.1 can be construed as a minimax characterization of the con-
traction coefficient for χ2-divergence, ηχ2(PX , PY |X), since the supremum of the ratio of
f -divergences is a non-increasing function of δ and the limit (as δ → 0+) can therefore
be replaced by an infimum (over all δ > 0).
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Fourthly, when the conditions of Proposition 2.1 and Theorem 2.1 hold, it is straight-
forward to verify that:

ηf (PX , PY |X) = lim
δ→0+

sup
PU|X :U→X→Y
0<If (U ;X)≤δ

If (U ;Y )
If (U ;X) (2.61)

where the supremum is taken over all conditional distributions PU |X ∈ PU|X such that
U = {0, 1}, U ∼ Bernoulli

(1
2
)
, and U → X → Y form a Markov chain. Thus, the

small input f -divergence constraint in the f -divergence formulation of ηf (PX , PY |X)
corresponds to the small If (U ;X) and U ∼ Bernoulli

(1
2
)
constraints in (2.61).

Lastly, consider the trajectory of input pmfs R(ε)
X = PX + εK∗X diag

(√
PX
)
, where

ε > 0 is sufficiently small, and K∗X ∈
(
R|X |

)∗ is the unit norm left singular vector
corresponding to the second largest singular value of the DTM B (see (2.39)). As the
proof in appendix A.3 illustrates, this trajectory satisfies limε→0Df (R(ε)

X ||PX) = 0 and
achieves ηχ2(PX , PY |X) in Theorem 2.1:

lim
ε→0

Df (R(ε)
X W ||PXW )

Df (R(ε)
X ||PX)

= ηχ2(PX , PY |X) . (2.62)

The corresponding trajectory of conditional distributions for (2.61) is:{
P

(ε)
X|U=u = PX + (2u− 1) εK∗X diag

(√
PX
)

: u ∈ {0, 1}
}

where ε > 0 is sufficient small. It is straightforward to verify that this trajectory satisfies
limε→0 If (PU , P (ε)

X|U ) = 0, produces PX after (PU , P (ε)
X|U ) is marginalized, and achieves

ηχ2(PX , PY |X) in (2.61):

lim
ε→0

If (PU , P (ε)
Y |U )

If (PU , P (ε)
X|U )

= ηχ2(PX , PY |X) (2.63)

where U ∼ Bernoulli
(1

2
)
, and P (ε)

Y |U = P
(ε)
X|UPY |X as row stochastic matrices.

� 2.3.2 Linear Bounds between Contraction Coefficients

For any joint pmf PX,Y with PX ∈ P◦X and PY ∈ P◦Y , our next result provides a linear
upper bound on ηf (PX , PY |X) using ηχ2(PX , PY |X) for a certain class of f -divergences.
Theorem 2.2 (Contraction Coefficient Bound). Suppose we are given a continu-
ous convex function f : [0,∞) → R that is thrice differentiable at unity with f(1) = 0
and f ′′(1) > 0, and satisfies (2.80) for every t ∈ (0,∞) (see subsection 2.4.1). Sup-
pose further that the difference quotient g : (0,∞)→ R, defined as g(x) = f(x)−f(0)

x , is
concave. Then, we have:

ηf (PX , PY |X) ≤ f ′(1) + f(0)
f ′′(1) min

x∈X
PX(x)

ηχ2(PX , PY |X) .
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Theorem 2.2 is proved in subsection 2.4.2. The conditions on f ensure that the
resulting f -divergence exhibits the properties of KL divergence required by the proof of
Theorem 2.3 (see below). So, a similar proof technique also works for Theorem 2.2. A
straightforward specialization of this theorem for KL divergence (which we first proved
in the conference paper [189, Theorem 10]) is presented next.

Corollary 2.1 (KL Contraction Coefficient Bound).

ηKL(PX , PY |X) ≤
ηχ2(PX , PY |X)

min
x∈X

PX(x) .

Proof. This can be recovered from Theorem 2.2 by verifying that f(t) = t log(t) satis-
fies the conditions of Theorem 2.2, cf. [101]. See appendix A.4 for details. �

The constant in this upper bound on ηKL(PX , PY |X) can be improved, and the
ensuing theorem presents this improvement.

Theorem 2.3 (Refined KL Contraction Coefficient Bound).

ηKL(PX , PY |X) ≤
2 ηχ2(PX , PY |X)

φ

(
max
A⊆X

π(A)
)

min
x∈X

PX(x)

where π(A) , min{PX(A), 1− PX(A)} for any A ⊆ X , and the function φ :
[
0, 1

2

]
→ R

is defined in (2.73) (see subsection 2.4.1).

Theorem 2.3 is also proved in subsection 2.4.2, and it is tighter than the bound in
Corollary 2.1 due to (2.75) in subsection 2.4.1. We now make some pertinent remarks
about Corollary 2.1 and Theorems 2.2 and 2.3.

Firstly, as shown in Figure 2.1(a), the upper bounds in these results can be strictly
less than the trivial bound of unity. For example, when (X,Y ) ∼ DSBS(p) for some
p ∈ [0, 1] (which is a slice along P(X = 1) = 1

2 in Figure 2.1(a)), the upper bounds in
Corollary 2.1 and Theorem 2.3 are both equal to:

2 ηχ2(PX , PY |X)

φ

(
max
A⊆X

π(A)
)

min
x∈X

PX(x)
=
ηχ2(PX , PY |X)

min
x∈X

PX(x) = 2(1− 2p)2 (2.64)

using (2.43) and the fact that maxA⊆X π(A) = 1
2 . This upper bound is tighter than the

trivial bound of unity when:

2(1− 2p)2 < 1 ⇔ 2−
√

2
4 < p <

2 +
√

2
4 . (2.65)

We also note that this upper bound is not achieved with equality in this scenario since
ηKL(PX , PY |X) = ηχ2(PX , PY |X) = (1− 2p)2, as shown in (2.43).
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(a) Plots of ηχ2 (PX , PY |X) (blue mesh), ηKL(PX , PY |X) (red mesh), and linear upper bounds on
ηKL(PX , PY |X). The green mesh denotes the upper bound from Corollary 2.1, and the yellow mesh
denotes the tighter upper bound from Theorem 2.3.
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(b) Plots of upper bounds on the ratio ηKL(PX , PY |X)/ηχ2 (PX , PY |X), which is denoted by the red
mesh. The upper bound 1/minx∈X PX(x) from Corollary 2.1 is the green mesh, and the upper bound
2/(φ(maxA⊆X π(A)) minx∈XPX(x)) from Theorem 2.3 is the blue mesh.

Figure 2.1. Plots of the contraction coefficient bounds in Corollary 2.1 and Theorem 2.3 for a BSC,
PY |X , with crossover probability p ∈ [0, 1], and input random variable X ∼ Bernoulli(P(X = 1)).

Secondly, our proofs of Theorems 2.2 and 2.3 will rely on extensions of the well-
known Pinsker’s inequality (or the Csiszár-Kemperman-Kullback-Pinsker inequality,
cf. [283, Section V]) which upper bound TV distance using KL and other f -divergences.
So, it is natural to ask: Are these bounds tighter than the TV distance contraction bound
in part 7 of Proposition 2.5? As the ensuing example illustrates, our bounds are tighter
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in certain regimes. Let (X,Y ) ∼ DSBS(p) for some p ∈ [0, 1]. Then, (2.64) presents
the upper bounds in Corollary 2.1 and Theorem 2.3, and the TV distance contraction
bound is:

ηKL(PX , PY |X) ≤ ηKL(PY |X) ≤ ηTV(PY |X) = |1− 2p| (2.66)

using Definition 2.5, part 7 of Proposition 2.5, and (2.59). Hence, our bound in (2.64)
is tighter than the ηTV bound when:

2(1− 2p)2 < |1− 2p| ⇔ 1
4 < p <

1
2 or 1

2 < p <
3
4 . (2.67)

Since our upper bounds can be greater than 1 (see (2.65)), we cannot hope to beat the
ηTV (≤ 1) bound in all regimes. On the other hand, one advantage of our upper bounds
is that they “match” the ηχ2 lower bound in part 7 of Proposition 2.3; we will illustrate
a useful application of this in subsection 2.4.3.

Thirdly, we intuitively expect a bound between contraction coefficients to depend
on the cardinalities |X | or |Y|. Since the minimum probability term in all our upper
bounds satisfies:

1
min
x∈X

PX(x) ≥ |X | (2.68)

we can superficially construe it as “modeling” |X |. Unfortunately, this intuition is quite
misleading. Simulations for the binary case, depicted in Figure 2.1(b), illustrate that
the ratio ηKL(PX , PY |X)/ηχ2(PX , PY |X) increases significantly near the boundary of PX
when any of the probability masses of PX is close to 0. This effect, while unsurprising
given the skewed nature of probability simplices at their boundaries with respect to
KL divergence as the distance measure, is correctly captured by the upper bounds in
Corollary 2.1 and Theorem 2.3 because 1/minx∈X PX(x) increases when any of the
input probability masses tends to 0 (see Figure 2.1(b)). Clearly, linear upper bounds
on ηf (PX , PY |X) that are purely in terms of |X | or |Y| cannot capture this effect. This
gives credence to the existence of the minimum probability term in our linear bounds.

Finally, we note that the inequality (2.68) does not preclude the possibility of
1/minx∈X PX(x) being much larger than |X |. So, our bounds can become loose when
|X | is large (see the example in subsection 2.4.4). As a result, the bounds in Theorem
2.2, Corollary 2.1, and Theorem 2.3 are usually of interest in the following settings:

1. |X | and |Y| are small: Figure 2.1 portrays that our bounds can be quite tight when
|X | = |Y| = 2.

2. Weak dependence, i.e. I(X;Y ) is small: This situation naturally arises in the anal-
ysis of ergodicity of Markov chains—see subsection 2.4.3.

3. Product Distributions: If the underlying joint pmf is a product pmf, we can exploit
tensorization of contraction coefficients (Proposition 2.3 part 5)—see subsection
2.4.4.
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� 2.3.3 Contraction Coefficients of Gaussian Random Variables

In this subsection, we consider contraction coefficients for KL and χ2-divergences cor-
responding to Gaussian source-channel pairs. Suppose X and Y are jointly Gaussian
random variables. Their joint distribution has three possible forms:

1. X or Y are constants a.s. In this case, we define the contraction coefficients to be
ηKL(PX , PY |X) = ηχ2(PX , PY |X) = 0.

2. aX + bY = c a.s. for some constants a, b, c ∈ R such that a 6= 0 and b 6= 0. In
this case, it is straightforward to verify that ρmax(X;Y ) = 1, which implies that
ηKL(PX , PY |X) = ηχ2(PX , PY |X) = 1.28

3. The joint probability density function (pdf) of X and Y , PX,Y , exists with respect
to the Lebesgue measure on R.

The final non-degenerate case is our regime of interest. For simplicity, we will assume
that X and Y are zero-mean, and analyze the classical additive white Gaussian noise
(AWGN) channel model [53, Chapter 9]:

Y = X +W, X ⊥⊥W (2.69)

where the input is X ∼ N (0, σ2
X) with σ2

X > 0 (i.e. X has a Gaussian pdf with mean
0 and variance σ2

X), the Gaussian noise is W ∼ N (0, σ2
W ) with σ2

W > 0, and X is
independent of W . This relation also defines the channel conditional pdfs {PY |X=x =
N (x, σ2

W ) : x ∈ R}.
For the jointly Gaussian pdf PX,Y define above, the contraction coefficients for KL

and χ2-divergences are given by (cf. (2.29) and (2.36)):

ηKL(PX , PY |X) = sup
RX :

0<D(RX ||PX)<+∞

D(RY ||PY )
D(RX ||PX) (2.70)

ηχ2(PX , PY |X) = sup
RX :

0<χ2(RX ||PX)<+∞

χ2(RY ||PY )
χ2(RX ||PX) (2.71)

where the suprema are over all pdfs RX (which differ from PX on a set with non-
zero Lebesgue measure),29 and RY denotes the marginal pdf of Y after passing RX

28Note that Definition 2.3 holds for general random variables, and (2.37) and part 7 of Proposition 2.3
(which also hold generally—see [231, Equations (9) and (13)]) can be used to conclude ηKL(PX , PY |X) =
ηχ2 (PX , PY |X) = 1.

29When PX is a general probability measure and PY |X is a Markov kernel between two measurable
spaces, the contraction coefficients for KL and χ2-divergences are defined exactly as in (2.29) and (2.36)
using the measure theoretic definitions of KL and χ2-divergences [231, Section 2]. In (2.70), when we
optimize over all probability measures RX on R (with its Borel σ-algebra), the constraint D(RX ||PX) <
+∞ implies that RX must be absolutely continuous with respect to the Gaussian distribution PX ,
cf. [230, Section 1.6]. Hence, the supremum in (2.70) can be taken over all pdfs RX such that 0 <
D(RX ||PX) < +∞. A similar argument applies for (2.71). (Note that KL and χ2-divergences for pdfs
are defined just as in (2.8) and (2.9) with Lebesgue integrals replacing summations.)

52



Sec. 2.4. Proofs of Linear Bounds between Contraction Coefficients

through the AWGN channel PY |X . In particular, RY = RX ∗N (0, σ2
W ), where ∗ denotes

the convolution operation. Furthermore, we define the contraction coefficient for KL
divergence with average power constraint p ≥ σ2

X as:

η
(p)
KL(PX , PY |X) , sup

RX :ERX[X2]≤p
0<D(RX ||PX)<+∞

D(RY ||PY )
D(RX ||PX) (2.72)

where the supremum is over all pdfsRX satisfying the average power constraint E
[
X2] ≤

p. Note that setting p = +∞ yields the standard contraction coefficient in (2.70).
It is well-known in the literature that ηKL(PX , PY |X) = ηχ2(PX , PY |X) for the jointly

Gaussian pdf PX,Y defined via (2.69). For example, [82, Theorem 7] proves this result
in the context of investment portfolio theory, [217, p.2] proves a generalization of it
in the context of Gaussian hypercontractivity, and [152, Section 5.2, part 5] proves it
in an effort to axiomatize ηKL. While the proofs in [82, Theorems 6 and 7] and [152,
Section 5.2, part 5] use the mutual information characterization of ηKL in (2.30) (cf. [231,
Theorem 4]), our last main result provides an alternative proof of this result in section
2.5 that directly uses the KL divergence definition of ηKL in (2.70). Furthermore, our
proof also establishes that η(p)

KL(PX , PY |X) equals ηχ2(PX , PY |X) for every p ∈
[
σ2
X ,∞

]
.

Although this latter result follows easily from our proof, it has not explicitly appeared
in the literature to our knowledge. The ensuing theorem states these results formally.

Theorem 2.4 (Gaussian Contraction Coefficients). Given the jointly Gaussian
pdf PX,Y , defined via (2.69) with source PX = N (0, σ2

X) and channel {PY |X=x =
N (x, σ2

W ) : x ∈ R} such that σ2
X , σ

2
W > 0, the following quantities are equivalent:

ηKL(PX , PY |X) = η
(p)
KL(PX , PY |X) = ηχ2(PX , PY |X) = σ2

X

σ2
X + σ2

W

where the average power constraint p ≥ σ2
X .

As mentioned earlier, we prove this in section 2.5. In contrast to Theorem 2.4, where
ηKL(PX , PY |X) and η

(p)
KL(PX , PY |X) can both be strictly less than 1, we note that the

contraction coefficients for KL divergence of channels (i.e. the setting of Definition 2.5)
are equal to 1 regardless of whether we impose power constraints, cf. [229, Section 1.2]
and [76, Section 1].

� 2.4 Proofs of Linear Bounds between Contraction Coefficients

In this section, we will prove Theorems 2.2 and 2.3. The central idea to establish these
results entails upper and lower bounding the f -divergences in the numerator and denom-
inator of Definition 2.2 respectively, using χ2-divergences. To this end, we will illustrate
some simple bounds between f -divergences and χ2-divergence in the next subsection,
and prove the main results in subsection 2.4.2.
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� 2.4.1 Bounds on f-Divergences using χ2-Divergence

We first present bounds between KL divergence and χ2-divergence. To derive our lower
bound on KL divergence, we will require the following “distribution dependent refine-
ment of Pinsker’s inequality” proved in [222].

Lemma 2.1 (Distribution Dependent Pinsker’s Inequality [222, Theorem
2.1]). For any two pmfs RX , PX ∈ PX , we have:

D(RX ||PX) ≥ φ
(

max
A⊆X

π(A)
)
‖RX − PX‖2TV

where π(A) = min{PX(A), 1− PX(A)} for any A ⊆ X , and the function φ :
[
0, 1

2

]
→ R

is defined as:

φ(p) ,
{

1
1−2p log

(
1−p
p

)
, p ∈

[
0, 1

2

)
2 , p = 1

2
. (2.73)

Moreover, this inequality uses the optimal distribution dependent constant in the sense
that for any fixed PX ∈ PX :

inf
RX∈PX \{PX}

D(RX ||PX)
‖RX − PX‖2TV

= φ

(
max
A⊆X

π(A)
)
.

Recall that Pinsker’s inequality states that for any RX , PX ∈ PX (see e.g. [53,
Lemma 11.6.1]):

D(RX ||PX) ≥ 2 ‖RX − PX‖2TV . (2.74)

Hence, Lemma 2.1 is tighter than Pinsker’s inequality, because 0 ≤ maxA⊆X π(A) ≤ 1
2 ,

and hence:
φ

(
max
A⊆X

π(A)
)
≥ 2 (2.75)

with equality if and only if maxA⊆X π(A) = 1
2 , cf. [222, Section III]. The ensuing lemma

uses Lemma 2.1 to lower bound KL divergence using χ2-divergence.

Lemma 2.2 (KL Divergence Lower Bound). Given any two pmfs RX , PX ∈ PX ,
we have:30

D(RX ||PX) ≥
φ

(
max
A⊆X

π(A)
)

min
x∈X

PX(x)

2 χ2(RX ||PX)

where π(·) and φ :
[
0, 1

2

]
→ R are defined in Lemma 2.1.

Proof. Observe that if RX = PX or minx∈X PX(x) = 0, then the inequality is trivially
satisfied. So, we assume without loss of generality that RX 6= PX and PX ∈ P◦X .

30Throughout this chapter, when minx∈X PX(x) = 0 and χ2(RX ||PX) = +∞, we assume that
minx∈X PX(x)χ2(RX ||PX) = 0.
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Since χ2-divergence resembles a weighted `2-norm, we first use Lemma 2.1 to get
the lower bound:

D(RX ||PX) ≥ φ
(

max
A⊆X

π(A)
) ‖RX − PX‖21

4 (2.76)

where we use the `1-norm characterization of TV distance given in (2.4). We next notice
using (2.9) that:

χ2(RX ||PX) =
∑
x∈X
|RX(x)− PX(x)|

∣∣∣∣RX(x)− PX(x)
PX(x)

∣∣∣∣
≤ ‖RX − PX‖∞min

x∈X
PX(x) ‖RX − PX‖1 .

This implies that:

‖RX − PX‖21
min
x∈X

PX(x) ≥ χ
2(RX ||PX) ‖RX − PX‖1

‖RX − PX‖∞

≥ χ2(RX ||PX) min
SX ,QX∈PX :
SX 6=QX

‖SX −QX‖1
‖SX −QX‖∞

= 2χ2(RX ||PX) (2.77)

where we use the fact that:

min
SX ,QX∈PX :
SX 6=QX

‖SX −QX‖1
‖SX −QX‖∞

= 2 . (2.78)

To prove (2.78), note that for every SX , QX ∈ PX (see e.g. [243, Lemma 1]):

‖SX −QX‖∞ ≤
1
2 ‖SX −QX‖1

because (SX −QX)1 = 0, and this inequality can in fact be tight. For example, choose
any pmf QX ∈ P◦X and let x0 = arg minx∈X QX(x). Then, select SX ∈ PX such that
SX(x0) = QX(x0) + δ for some sufficiently small δ > 0, SX(x1) = QX(x1)− δ for some
x1 ∈ X\{x0}, and SX(x) = QX(x) for every other x ∈ X\{x0, x1}. These choices of SX
and QX yield ‖SX −QX‖∞ = δ = 1

2 ‖SX −QX‖1.
Finally, combining (2.76) and (2.77), we get:

D(RX ||PX) ≥
φ

(
max
A⊆X

π(A)
)

min
x∈X

PX(x)

2 χ2(RX ||PX)

which completes the proof. �
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We remark that if we apply (2.75) to Lemma 2.2, or equivalently, if we use the
standard Pinsker’s inequality (2.74) instead of Lemma 2.1 in the proof of Lemma 2.2,
then we obtain the well-known weaker inequality (see e.g. [245, Equation (338)]):

D (RX ||PX) ≥ min
x∈X

PX(x)χ2(RX ||PX) (2.79)

for every RX , PX ∈ PX .
It is worth mentioning that a systematic method of deriving optimal distribution

independent bounds between any pair of f -divergences is given by the Harremoës-Vajda
joint range [122].31 However, we cannot use this technique to derive lower bounds on
KL divergence using χ2-divergence since no such general lower bound exists (when both
input distributions vary) [230, Section 7.3]. On the other hand, distribution dependent
bounds can be easily found using ad hoc techniques. Our proof of Lemma 2.2 demon-
strates one such ad hoc approach based on Pinsker’s inequality.

It is tempting to try and improve Lemma 2.2 by using better lower bounds on KL
divergence in terms of TV distance. For example, the best possible lower bound on
KL divergence via TV distance is the lower boundary of their Harremoës-Vajda joint
range, cf. [122, Figure 1]. This lower boundary, known as Vajda’s tight lower bound, gives
the minimum possible KL divergence for each value of TV distance, and is completely
characterized using a parametric formula in [88, Theorem 1] (also see [230, Section
7.2.2]). Although Vajda’s tight lower bound yields a non-linear lower bound on KL
divergence using χ2-divergence, this lower bound is difficult to apply in conjunction
with Lemma 2.3 (shown below) to obtain a non-linear upper bound on a ratio of KL
divergences using a ratio of χ2-divergences (see the proof of Theorem 2.3 in subsection
2.4.2). For this reason, we resort to using simple linear bounds between KL and χ2-
divergence, which yields a linear bound in Theorem 2.3.

Another subtler reason for proving a linear lower bound on KL divergence using
χ2-divergence is to exploit Lemma 2.1. Although Pinsker’s inequality is the best lower
bound on KL divergence using squared TV distance over all pairs of input pmfs (see e.g.
[88, Equation (9)]), the contraction coefficients in subsection 2.3.2 have a fixed source
pmf PX . Therefore, we can use the distribution dependent improvement of Pinsker’s
inequality in Lemma 2.1 to obtain a tighter bound than (2.79).

We next present an upper bound on KL divergence using χ2-divergence which triv-
ially follows from Jensen’s inequality. This bound was derived in the context of studying
ergodicity of Markov chains in [267], and has been re-derived in the study of inequalities
related to f -divergences, cf. [74, 244] (also see [100, Theorem 5]).

Lemma 2.3 (KL Divergence Upper Bound [267]). For any two pmfs PX , RX ∈
PX , we have:

D(RX ||PX) ≤ log
(
1 + χ2(RX ||PX)

)
≤ χ2(RX ||PX) .

31A “distribution independent” bound between two f -divergences is a bound that only depends on
the input distributions through the corresponding f -divergences.
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Proof. We provide a proof for completeness, cf. [74]. Assume without loss of generality
that there does not exist x ∈ X such that RX(x) > PX(x) = 0. (If this is not the
case, then χ2(RX ||PX) = +∞ and the inequalities are trivially true.) So, restricting X
to be the support of PX , we assume that PX ∈ P◦X (which ensures that none of the
ensuing quantities are infinity). Since x 7→ log(x) is a concave function, using Jensen’s
inequality, we have:

D(RX ||PX) =
∑
x∈X

RX(x) log
(
RX(x)
PX(x)

)

≤ log
(∑
x∈X

RX(x)2

PX(x)

)

= log
(
1 + χ2(RX ||PX)

)
≤ χ2(RX ||PX)

where the third equality follows from (2.9) after some algebra, and the final inequality
follows from the well-known inequality: log(1 + x) ≤ x for all x > −1. �

We remark that the first non-linear bound in Lemma 2.3 turns out to capture the
Harremoës-Vajda joint range [230, Section 7.3]. Although it is tighter than the second
linear bound, we will use the latter to prove Theorem 2.3 (as explained earlier). The
latter bound has also been derived in [60, Lemma 6.3].

We now present bounds between general f -divergences and χ2-divergence. To derive
our lower bound on f -divergences, we first state a generalization of Pinsker’s inequality
for f -divergences that is proved in [101].

Lemma 2.4 (Generalized Pinsker’s Inequality for f-Divergence [101, The-
orem 3]). Suppose we are given a convex function f : (0,∞) → R that is thrice
differentiable at unity with f(1) = 0 and f ′′(1) > 0, and satisfies:

(
f(t)− f ′(1)(t− 1)

)(
1− f ′′′(1)

3f ′′(1)(t− 1)
)
≥ f ′′(1)

2 (t− 1)2 (2.80)

for every t ∈ (0,∞). Then, we have for every RX , PX ∈ PX :

Df (RX ||PX) ≥ 2 f ′′(1) ‖RX − PX‖2TV .

Moreover, this inequality uses the optimal constant in the sense that:

inf
RX ,PX∈PX :
RX 6=PX

Df (RX ||PX)
‖RX − PX‖2TV

= 2 f ′′(1) .

We remark that f(t) = t log(t) satisfies the conditions of Lemma 2.4 with f ′′(1) = 1
as shown in appendix A.4; this yields the standard Pinsker’s inequality presented in
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(2.74). Since (2.80) can be difficult to check for other f -divergences, the author of [101]
provides sufficient conditions for (2.80) in [101, Corollary 4]. (These conditions can
be verified to yield a variant of Pinsker’s inequality for Rényi divergences of order
α ∈ (0, 1) [101, Corollary 6].) The ensuing lemma uses Lemma 2.4 to establish a lower
bound on certain f -divergences using χ2-divergence which parallels Lemma 2.2 (or more
precisely, (2.79), since it follows from the standard Pinsker’s inequality).

Lemma 2.5 (f-Divergence Lower Bound). Suppose we are given a convex function
f : (0,∞) → R that is thrice differentiable at unity with f(1) = 0 and f ′′(1) > 0, and
satisfies (2.80) for every t ∈ (0,∞). Then, for any two pmfs RX ∈ PX and PX ∈ P◦X ,
we have:

Df (RX ||PX) ≥ f ′′(1) min
x∈X

PX(x)χ2(RX ||PX) .

Proof. We follow the proof of Lemma 2.2 mutatis mutandis. Assume without loss of
generality that RX 6= PX . The generalized Pinsker’s inequality for f -divergences in
Lemma 2.4 yields:

Df (RX ||PX) ≥ f ′′(1)
2 ‖RX − PX‖21

using the `1-norm characterization of TV distance in (2.4). Applying (2.77) to this
inequality produces the desired result. �

Note that setting f(t) = t log(t) in Lemma 2.5 gives (2.79).
Finally, we present an upper bound on certain f -divergences using χ2-divergence

which is analogous to Lemma 2.3. This upper bound was proved in [234, Lemma A.2]
with the assumption that f is differentiable, but we only need to check differentiability
at unity as seen below. (It is instructive for readers to revisit the proof of Lemma 2.3
to see how the ensuing proof generalizes it for f -divergences.)

Lemma 2.6 (f-Divergence Upper Bound [234, Lemma A.2]). Suppose we are
given a continuous convex function f : [0,∞) → R that is differentiable at unity with
f(1) = 0 such that the difference quotient g : (0,∞) → R, defined as g(x) = f(x)−f(0)

x ,
is concave.32 Then, for any two pmfs RX , PX ∈ PX , we have:

Df (RX ||PX) ≤
(
f ′(1) + f(0)

)
χ2(RX ||PX) .

Proof. We provide the proof in [234] for completeness. As in the proof of Lemma 2.3,
we may assume without loss of generality that PX ∈ P◦X so that none of the ensuing
quantities are infinity. We then have the following sequence of equalities and inequalities:

Df (RX ||PX) =
∑
x∈X

PX(x) f
(
RX(x)
PX(x)

)
32Since f is convex, it is clearly continuous on (0,∞). So, the continuity assumption on f only asserts

that f(0) = limt→0+ f(t) (see Definition 2.1).
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= f(0) +
∑
x∈X

RX(x) g
(
RX(x)
PX(x)

)

≤ f(0) + g

(∑
x∈X

RX(x)2

PX(x)

)

= f(0) + g
(
1 + χ2(RX ||PX)

)
(2.81)

≤ f(0) + g(1) + g′(1)χ2(RX ||PX)
=
(
f ′(1) + f(0)

)
χ2(RX ||PX)

where the second equality uses the convention 0 g(0) = 0, the third inequality follows
from Jensen’s inequality since g : (0,∞) → R is concave, the fifth inequality is also a
consequence of the concavity of g : (0,∞)→ R as shown in [34, Section 3.1.3], and the
final equality holds because g(1) = −f(0) (as f(1) = 0) and:

g′(1) = lim
δ→0

g(1 + δ) + f(0)
δ

= lim
δ→0

f(1 + δ) + δf(0)
δ(1 + δ)

=
(

lim
δ→0

1
1 + δ

)(
f(0) + lim

δ→0

f(1 + δ)
δ

)
= f ′(1) + f(0) .

This completes the proof. �

We note that (2.81) is the analogue of the tighter (non-linear) bound in Lemma 2.3.
Furthermore, we remark that g(x) = f(x)

x (when it is assumed to be concave) is a valid
definition for the function in Lemma 2.6 instead of the difference quotient. The proof
carries through with a constant of f ′(1) instead of f ′(1) + f(0). However, we choose
the difference quotient to prove Lemma 2.6 in view of the affine invariance property of
f -divergences (cf. subsection 2.2.1). It is easy to verify that the quantity f ′(1) + f(0)
is invariant to appropriate affine shifts, but the quantity f ′(1) is not. We also remark
that the constant f ′′(1) in Lemma 2.5 is invariant to appropriate affine shifts.

� 2.4.2 Proofs of Theorems 2.2 and 2.3

Recall from the outset of subsection 2.3.1 that we are given a joint pmf PX,Y such
that PX ∈ P◦X and PY ∈ P◦Y . Moreover, we let W ∈ PY|X denote the row stochastic
transition probability matrix of the channel PY |X . Using Lemmata 2.2 and 2.3 from
subsection 2.4.1, we can now prove Theorem 2.3.

Proof of Theorem 2.3. For every pmf RX ∈ PX such that RX 6= PX , we have:

D(RXW ||PY )
D(RX ||PX) ≤

2χ2(RXW ||PY )

φ

(
max
A⊆X

π(A)
)

min
x∈X

PX(x)χ2(RX ||PX)
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using Lemmata 2.2 and 2.3, where PY = PXW . Taking the supremum over all RX 6= PX
on both sides produces:

ηKL(PX , PY |X) ≤
2 ηχ2(PX , PY |X)

φ

(
max
A⊆X

π(A)
)

min
x∈X

PX(x)

using (2.29) and (2.36). This completes the proof. �

We now make a few pertinent remarks. Firstly, applying (2.79) instead of Lemma
2.2 in the preceding proof yields Corollary 2.1.

Secondly, while our conference paper proves Corollary 2.1 (see [189, Theorem 10]),
it also proves the following weaker upper bound on ηKL(PX , PY |X) [189, Theorem 9]:

ηKL(PX , PY |X) ≤ 2
min
x∈X

PX(x) ηχ2(PX , PY |X) (2.82)

which is independently derived in [234, Equation III.19]. Our proof of (2.82) in [189,
Theorem 9] uses the ensuing variant of (2.79) that is looser by a factor of 2, cf. [189,
Lemma 6]:

D(SX ||QX) ≥
min
x∈X

QX(x)

2 χ2(SX ||QX) (2.83)

for all SX , QX ∈ PX . This follows from executing the proof of Lemma 2.2 using
the bound ‖SX −QX‖∞ ≤ ‖SX −QX‖1 (which neglects the information that (SX −
QX)1 = 0) instead of (2.78), and then applying (2.75) to the resulting lower bound
on KL divergence. Alternatively, we provide a proof of (2.83) via Bregman divergences
in appendix A.5 for completeness. The improvement by a factor of 2 from (2.83) to
(2.79) is also observed in [245, Remark 33], where the authors mention that our re-
sult [189, Theorem 9] (see (2.82)) in our conference paper can be improved by a factor
of 2 by using (2.79) instead (2.83). We believe the authors of [245] may have missed
our result [189, Theorem 10] (see Corollary 2.1) in the conference paper, which presents
precisely this improvement by a factor of 2.

Lastly, we remark that [234, Section III-D] also presents upper bounds on the con-
traction coefficient ηKL(PX , PY |X) that use the function φ :

[
0, 1

2
]
→ R, which stems

from the refined Pinsker’s inequality in [222]. However, these upper bounds are not in
terms of ηχ2(PX , PY |X).

We next prove Theorem 2.2 by combining Lemmata 2.5 and 2.6 from subsection
2.4.1.

Proof of Theorem 2.2. The conditions of Theorem 2.2 encapsulate all the conditions
of Lemmata 2.5 and 2.6. Hence, using Lemmata 2.5 and 2.6, for every pmf RX ∈ PX
such that RX 6= PX , we have:

Df (RXW ||PY )
Df (RX ||PX) ≤

(f ′(1) + f(0))χ2(RXW ||PY )
f ′′(1) min

x∈X
PX(x)χ2(RX ||PX)
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where PY = PXW . Taking the supremum over all RX 6= PX on both sides produces:

ηf (PX , PY |X) ≤ f ′(1) + f(0)
f ′′(1) min

x∈X
PX(x)

ηχ2(PX , PY |X)

where we use Definition 2.2 and (2.36). This completes the proof. �

We remark that [234, Theorem III.4] presents an alternative linear upper bound
on ηf (PX , PY |X) using ηχ2(PX , PY |X). Suppose f : [0,∞)→ R is a twice differentiable
convex function that has f(1) = 0, is strictly convex at unity, and has non-increasing
second derivative. If we further assume that the difference quotient x 7→ f(x)−f(0)

x is
concave, then the following bound holds [234, Theorem III.4]:

ηf (PX , PY |X) ≤ 2 (f ′(1) + f(0))
f ′′(1/p?)

ηχ2(PX , PY |X) (2.84)

where p? = minx∈X PX(x). Hence, when f is additionally thrice differentiable at unity,
has f ′′(1) > 0, and satisfies (2.80) for every t ∈ (0,∞), we can improve the upper bound
in Theorem 2.2 to:

ηf (PX , PY |X) ≤ min
{
f ′(1) + f(0)
f ′′(1) p?

,
2 (f ′(1) + f(0))

f ′′(1/p?)

}
ηχ2(PX , PY |X) . (2.85)

Observe that our bound in Theorem 2.2 is tighter than that in (2.84) if and only if:

2 (f ′(1) + f(0))
f ′′(1/p?)

≥ f ′(1) + f(0)
f ′′(1) p?

(2.86)

⇔ 2 f ′′(1) p? ≥ f ′′(1/p?) . (2.87)

One function that satisfies the conditions of Theorem 2.2 and (2.84) as well as (2.87)
is f(t) = t log(t). This engenders the improvement that Corollary 2.1 (which can be
recovered from Theorem 2.2) offers over (2.82) (which can be recovered from [234,
Theorem III.4]).

As another example, consider the function f(t) = tα−1
α−1 for α ∈ (0, 2]\{1}, which

defines the Hellinger divergence of order α (see subsection 2.2.1). It is straightfor-
ward to verify that this function satisfies the conditions of Theorem 2.2 and (2.84),
cf. [101, Corollary 6], [234, Section III-B, p.3362]. In this case, our bound in Theorem
2.2 is tighter than (2.84) for all Hellinger divergences of order α satisfying (2.87), i.e.
2f ′′(1) p? = 2αp? ≥ α(1/p?)α−2 = f ′′(1/p?) ⇔ pα−1

? ≥ 1
2 , or equivalently, 0 < α ≤

1 + (log(2)/log(1/p?)) (where α = 1 corresponds to KL divergence—see subsection
2.2.1).

� 2.4.3 Ergodicity of Markov Chains

In this subsection, we derive a corollary of Corollary 2.1 that illustrates one use of
upper bounds on contraction coefficients of source-channel pairs via ηχ2(PX , PY |X).
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Consider a Markov kernel W ∈ PX|X on a state space X that defines an irreducible
and aperiodic (time homogeneous) discrete-time Markov chain with unique stationary
pmf (or invariant measure) PX ∈ P◦X such that PXW = PX , cf. [170, Section 1.3].33
For simplicity, suppose further that W is reversible (i.e. the detailed balance equations,
PX(x)[W ]x,y = PX(y)[W ]y,x for all x, y ∈ X , hold [170, Section 1.6]). This means
that W is self-adjoint with respect to the weighted inner product defined by PX , and
has all real eigenvalues 1 = λ1(W ) > λ2(W ) ≥ · · · ≥ λ|X |(W ) > −1. Let µ(W ) ,
max{|λ2(W )|, |λ|X |(W )|} ∈ [0, 1) denote the SLEM of W (see subsection 2.2.3).

Since this Markov chain is ergodic, limn→∞RXW
n = PX for all RX ∈ PX [170,

Theorem 4.9]. This implies that limn→∞D(RXWn||PX) = 0 by the continuity of KL
divergence [230, Proposition 3.1]. Let us estimate the rate at which this “distance to
stationarity” (measured by KL divergence) vanishes. A naïve approach is to apply the
SDPI (2.27) for KL divergence recursively to get:

D(RXWn||PX) ≤ ηKL(PX ,W )nD(RX ||PX) (2.88)

for all RX ∈ PX and all epochs n ∈ N. Using (2.29), this implies that:

lim sup
n→∞

ηKL(PX ,Wn)
1
n ≤ ηKL(PX ,W ) (2.89)

which turns out to be a loose bound on the rate in general.
When n is large, since RXWn is close to PX , we intuitively expect D(RXWn||PX)

to resemble a χ2-divergence (see (2.24) in subsection 2.2.1), which suggests that the
contraction coefficient ηKL(PX ,Wn) should scale like ηχ2(PX ,W )n. This intuition is
rigorously executed in [49, Section 6]. Indeed, when µ(W ) is strictly greater than the
third largest eigenvalue modulus of W , a consequence of [49, Corollary 6.2] is:

lim
n→∞

D(RXWn||PX)
D(RXWn−1||PX) ≤ µ(W )2 (2.90)

for all RX ∈ PX such that the denominator is always positive. (This limit is either 0
or µ(W )2.) Hence, after employing a Cesàro convergence argument and telescoping, we
get:

lim
n→∞

D(RXWn||PX)
D(RXWn−1||PX) = lim

n→∞

(
D(RXWn||PX)
D(RX ||PX)

) 1
n

≤ µ(W )2 (2.91)

which suggests that lim supn→∞ ηKL(PX ,Wn)
1
n ≤ µ(W )2. The next result proves that

this inequality is in fact tight.

Corollary 2.2 (Rate of Convergence). For every irreducible, aperiodic, and re-
versible Markov chain with transition kernel W ∈ PX|X and stationary pmf PX ∈ P◦X ,
we have:

lim
n→∞

ηKL(PX ,Wn)
1
n = ηχ2(PX ,W ) = µ(W )2 .

33The matrix W is primitive since the chain is irreducible and aperiodic.
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Proof. Since W is reversible and PX is its stationary pmf, the corresponding DTM
B = diag

(√
PX
)
Wdiag

(√
PX
)−1 is symmetric and similar to W (see definition (2.38)).

Hence, W and B share the same eigenvalues, and µ(W ) is the second largest singular
value of B. Using Proposition 2.2 and (2.37), we have ηχ2(PX ,W ) = µ(W )2, which
proves the second equality.

Likewise, ηχ2(PX ,Wn) = µ(Wn)2 since Wn is reversible for any n ∈ N. This yields:

ηχ2(PX ,Wn) = µ(Wn)2 = µ(W )2n = ηχ2(PX ,W )n (2.92)

where the second equality holds because eigenvalues ofWn are nth powers of eigenvalues
of W . Using (2.92), part 7 of Proposition 2.3, and Corollary 2.1, we get:

ηχ2(PX ,W )n ≤ ηKL(PX ,Wn) ≤
ηχ2(PX ,W )n

min
x∈X

PX(x) .

Taking nth roots and letting n→∞ yields the desired result. �

Corollary 2.2 portrays the well-understood phenomenon that D(RXWn||PX) van-
ishes with rate determined by µ(W )2 = ηχ2(PX ,W ). More generally, it illustrates that
the bounds in Corollary 2.1 and Theorems 2.2 and 2.3 are useful in the regime where
the random variables X and Y are weakly dependent (e.g. X is the initial state of
an ergodic reversible Markov chain, and Y is the state after a large number of time
steps). In this regime, these bounds are quite tight, and beat the ηTV bound in part 7
of Proposition 2.5.

� 2.4.4 Tensorization of Bounds between Contraction Coefficients

In the absence of weak dependence, the upper bounds in Corollary 2.1 and Theorems 2.2
and 2.3 can be loose. In fact, they can be rendered arbitrarily loose because the constants
in these bounds do not tensorize, while contraction coefficients do (as shown in part 5
of Proposition 2.3). For instance, if we are given PX,Y with X ∼ Bernoulli

(1
2
)
, then the

constant in the upper bound of Corollary 2.1 is 1/minx∈{0,1} PX(x) = 2. If we instead
consider a sequence of pairs (X1, Y1) , . . . , (Xn, Yn) that are i.i.d. according to PX,Y , then
the constant in the upper bound of Corollary 2.1 is 1/minxn1∈{0,1}n PXn

1
(xn1 ) = 2n. How-

ever, since ηKL(PXn
1
, PY n1 |Xn

1
) = ηKL(PX , PY |X) and ηχ2(PXn

1
, PY n1 |Xn

1
) = ηχ2(PX , PY |X)

by the tensorization property in part 5 of Proposition 2.3, the constant 2n becomes
arbitrarily loose as n grows. The next corollary presents a partial remedy for this i.i.d.
slackening attack for Corollary 2.1.

Corollary 2.3 (Tensorized KL Contraction Coefficient Bound). If (X1, Y1),
. . . , (Xn, Yn) are i.i.d. with joint pmf PX,Y such that PX ∈ P◦X and PY ∈ P◦Y , then:

ηKL(PXn
1
, PY n1 |Xn

1
) ≤

ηχ2(PXn
1
, PY n1 |Xn

1
)

min
x∈X

PX(x) .
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Proof. This follows trivially from Corollary 2.1 and the tensorization property in part
5 of Proposition 2.3. �

In the product distribution context, this corollary permits us to use the tighter factor
1/minx∈X PX(x) in the upper bound of Corollary 2.1 instead of 1/minxn1∈Xn PXn

1
(xn1 )

= (1/minx∈X PX(x))n. As shown in the ensuing corollaries, similar adjustments can be
made for the constants in Theorems 2.2 and 2.3 in this context as well.

Corollary 2.4 (Tensorized Contraction Coefficient Bound). If (X1, Y1), . . . ,
(Xn, Yn) are i.i.d. with joint pmf PX,Y such that PX ∈ P◦X and PY ∈ P◦Y , and the
conditions of Theorem 2.2 are satisfied, then:

ηf (PXn
1
, PY n1 |Xn

1
) ≤ f ′(1) + f(0)

f ′′(1) min
x∈X

PX(x)
ηχ2(PXn

1
, PY n1 |Xn

1
) .

Proof. This follows trivially from Theorem 2.2 and the tensorization property in part
5 of Proposition 2.3. �

Corollary 2.5 (Tensorized Refined KL Contraction Coefficient Bound). If
(X1, Y1), . . . , (Xn, Yn) are i.i.d. with joint pmf PX,Y such that PX ∈ P◦X and PY ∈ P◦Y ,
then:

ηKL(PXn
1
, PY n1 |Xn

1
) ≤

2 ηχ2(PXn
1
, PY n1 |Xn

1
)

φ

(
max
A⊆X

π(A)
)

min
x∈X

PX(x)

where π(·) and φ :
[
0, 1

2

]
→ R are defined in Lemma 2.1.

Proof. This follows trivially from Theorem 2.3 and the tensorization property in part
5 of Proposition 2.3. �

Thus, tensorization can improve the upper bounds in Corollary 2.1 and Theorems
2.2 and 2.3.

� 2.5 Proof of Equivalence between Gaussian Contraction Coefficients

Finally, we prove Theorem 2.4 in this section. To this end, recall from subsection 2.3.3
that we are given the jointly Gaussian pdf PX,Y defined via (2.69), with source pdf
PX = N (0, σ2

X) and channel conditional pdfs {PY |X=x = N (x, σ2
W ) : x ∈ R} such that

σ2
X , σ

2
W > 0. Let T be the set of all pdfs with bounded support. Thus, a pdf RX ∈ T

if and only if there exists (finite) C > 0 such that:

RX(x) = RX(x)1{x ∈ [−C,C]} (2.93)

almost everywhere with respect to the Lebesgue measure on R. We first derive the
following useful lemma.
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Lemma 2.7 (Bounded Support Characterization of ηKL). The supremum in
(2.70) can be restricted to pdfs in T :

ηKL(PX , PY |X) = sup
RX∈T :

D(RX ||PX)<+∞

D(RY ||PY )
D(RX ||PX)

where RY = RX ∗ PW for each RX , and PW = N (0, σ2
W ).

Proof. Consider any pdf RX such that 0 < D(RX ||PX) < +∞, and define a corre-
sponding the sequence of pdfs R(n)

X ∈ T via:

∀x ∈ R, R(n)
X (x) = 1

Cn
RX(x)1{x ∈ [−n, n]}

where Cn = ERX [1{X ∈ [−n, n]}], the indices n ∈ N are sufficiently large so that
Cn > 0, and limn→∞Cn = 1. Observe that:

D(R(n)
X ||PX) = 1

Cn
ERX

[
1{X ∈ [−n, n]} log

(
RX(X)
PX(X)

)]
− log(Cn) .

Clearly, we have:

1. lim
n→∞

1{x ∈ [−n, n]} log
(
RX(x)
PX(x)

)
= log

(
RX(x)
PX(x)

)
pointwise RX -a.s.

2.
∣∣∣∣1{x ∈ [−n, n]} log

(
RX(x)
PX(x)

)∣∣∣∣ ≤ ∣∣∣∣log
(
RX(x)
PX(x)

)∣∣∣∣ pointwise RX -a.s.

3. ERX
[∣∣∣∣log

(
RX(X)
PX(X)

)∣∣∣∣] < +∞

where the finiteness follows from D(RX ||PX) < +∞. Hence, the dominated convergence
theorem (DCT) yields:

lim
n→∞

D(R(n)
X ||PX) = D(RX ||PX) . (2.94)

Furthermore, let R(n)
Y = R

(n)
X ∗ PW so that for every y ∈ R:

RY (y)− CnR(n)
Y (y) = ERX [1{X ∈ R\[−n, n]}PW (y −X)] .

Since for all x, y ∈ R, we have:

1. lim
n→∞

1{x ∈ R\[−n, n]}PW (y − x) = 0

2. 0 ≤ 1{x ∈ R\[−n, n]}PW (y − x) ≤ PW (y − x)

3. ERX [PW (y −X)] = RY (y) < +∞
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applying the DCT shows the pointwise convergence of the pdfs {R(n)
Y }:

∀y ∈ R, lim
n→∞

CnR
(n)
Y (y) = lim

n→∞
R

(n)
Y (y) = RY (y) .

This implies that R(n)
Y converges weakly to RY as n → ∞ by Scheffé’s lemma. Hence,

by the weak lower semi-continuity of KL divergence [230, Theorem 3.6, Section 3.5]:

lim inf
n→∞

D(R(n)
Y ||PY ) ≥ D(RY ||PY ) . (2.95)

Combining (2.94) and (2.95), we get:

lim inf
n→∞

D(R(n)
Y ||PY )

D(R(n)
X ||PX)

≥ D(RY ||PY )
D(RX ||PX) . (2.96)

To complete the proof, we use a “diagonalization argument.” Suppose {RX,m : m ∈
N} is a sequence of pdfs that satisfies 0 < D(RX,m||PX) < +∞ for all m ∈ N and
achieves the supremum in (2.70):

lim
m→∞

D(RY,m||PY )
D(RX,m||PX) = ηKL(PX , PY |X)

where RY,m = RX,m ∗ PW . Then, since (2.96) is true, we can construct a sequence
{R(n(m))

X,m ∈ T : m ∈ N}, where each n(m) is chosen such that for every m ∈ N:

D(R(n(m))
Y,m ||PY )

D(R(n(m))
X,m ||PX)

≥ D(RY,m||PY )
D(RX,m||PX) −

1
2m

where R(n(m))
Y,m = R

(n(m))
X,m ∗ PW . Letting m→∞, we have:

lim inf
m→∞

D(R(n(m))
Y,m ||PY )

D(R(n(m))
X,m ||PX)

≥ ηKL(PX , PY |X) .

Since the supremum in (2.70) is over all pdfs (which certainly includes all pdfs in T ),
this inequality is actually an equality. This completes the proof. (Also note that for any
RX ∈ T , the constraint D(RX ||PX) > 0 is automatically true since PX = N (0, σ2

X).
So, the supremum in the lemma statement does not include this constraint.) �

We next prove Theorem 2.4 using Lemma 2.7, which ensures that all differential
entropy terms in the ensuing argument are well-defined and finite.

Proof of Theorem 2.4. First note that:

ηχ2(PX , PY |X) = ρmax(X;Y )2 = COV(X,Y )2

VAR(X)VAR(Y ) = σ2
X

σ2
X + σ2

W
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where the first equality is precisely (2.37) (which holds for general random variables
[242]), the second equality follows from to Rényi’s seventh axiom that ρmax(X;Y ) is the
absolute value of the Pearson correlation coefficient of jointly Gaussian X and Y [236],
and the final equality follows from direct computation.

We next prove that for any p ≥ σ2
X :

ηKL(PX , PY |X) ≥ η(p)
KL(PX , PY |X) ≥ ηχ2(PX , PY |X) .

The first inequality is obvious from (2.70) and (2.72). For the second inequality, let
RX = N (

√
δ, σ2

X − δ) and RY = RX ∗PW = N (
√
δ, σ2

X + σ2
W − δ) for any δ > 0. Then,

we get:

lim
δ→0+

D(RY ||PY )
D(RX ||PX) = lim

δ→0+

log
(

σ2
X+σ2

W

σ2
X+σ2

W−δ

)
log
(

σ2
X

σ2
X−δ

) = σ2
X

σ2
X + σ2

W

where the second equality follows from l’Hôpital’s rule. Since ERX
[
X2] = σ2

X for every
δ > 0, we have:

η
(p)
KL(PX , PY |X) ≥ σ2

X

σ2
X + σ2

W

for any p ≥ σ2
X .

Therefore, it suffices to prove that:

ηKL(PX , PY |X) ≤ σ2
X

σ2
X + σ2

W

.

Using Lemma 2.7, we can equivalently show that:

D(RY ||PY )
D(RX ||PX) ≤

σ2
X

σ2
X + σ2

W

(2.97)

for every pdf RX ∈ T with D(RX ||PX) < +∞.
For any pdf RX , we define the differential entropy of RX as:

h(RX) , −ERX [log(RX(X))] . (2.98)

To check that such differential entropy terms are well-defined and finite for RX ∈ T ,
we employ the argument in [15, Lemma 8.3.1, Theorem 8.3.3]. Observe that for all
x ∈ ess supp(RX):

log(RX(x)) = log
(
RX(x)
PX(x)

)
− 1

2 log
(
2πσ2

X

)
− x2

2σ2
X

.

Since D(RX ||PX) must be finite in (2.70) and X2 ≥ 0, we can take expectations with
respect to RX to get:

− h(RX) = D(RX ||PX)− 1
2 log

(
2πσ2

X

)
− ERX

[
X2]

2σ2
X

(2.99)
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which shows that h(RX) always exists, h(RX) is finite when ERX
[
X2] < +∞, and

h(RX) = +∞ when ERX
[
X2] = +∞. Furthermore, if the pdf RX ∈ T has bounded

support, ERX
[
X2] < +∞ and h(RX) is well-defined and finite.

Let RX ∈ T and RY = RX ∗PW have second moments ERX
[
X2] = σ2

X + q > 0 and
ERY

[
Y 2] = σ2

X + σ2
W + q > 0 for some q > −σ2

X . Using (2.99), we have:

D(RX ||PX) = 1
2 log

(
2πσ2

X

)
+ σ2

X + q

2σ2
X

− h(RX)

= h(PX)− h(RX) + q

2σ2
X

,

D(RY ||PY ) = h(PY )− h(RY ) + q

2
(
σ2
X + σ2

W

)
where h(RY ) exists and is finite because ERY

[
Y 2] is finite (as argued earlier using

(2.99)). Hence, it suffices to prove that:

h(PY )− h(RY ) ≤ σ2
X

σ2
X + σ2

W

(h(PX)− h(RX)) (2.100)

which is equivalent to (2.97). We can recast (2.100) as:

exp(2h(PY )− 2h(RY ))σ
2
X+σ2

W ≤ exp(2h(PX)− 2h(RX))σ
2
X( 1

2πe exp(2h(PY ))
1

2πe exp(2h(RY ))

)σ2
X+σ2

W

≤
( 1

2πe exp(2h(PX))
1

2πe exp(2h(RX))

)σ2
X

(
N(PY )
N(RY )

)σ2
X+σ2

W

≤
(
N(PX)
N(RX)

)σ2
X

where for any pdf QX such that h(QX) exists, we define the entropy power of QX as,
cf. [64, Section III-A]:

N(QX) , exp(2h(QX))
2πe . (2.101)

For PX = N (0, σ2
X), PW = N (0, σ2

W ), and PY = PX ∗PW = N (0, σ2
X+σ2

W ), the entropy
powers are N(PX) = σ2

X , N(PW ) = σ2
W , and N(PY ) = σ2

X +σ2
W , respectively. Applying

the entropy power inequality to RX , PW , and RY = RX ∗PW [64, Theorem 4], we have:

N(RY ) ≥ N(RX) +N(PW ) = N(RX) + σ2
W . (2.102)

Hence, it is sufficient to prove that:(
σ2
X + σ2

W

N(RX) + σ2
W

)σ2
X+σ2

W

≤
(

σ2
X

N(RX)

)σ2
X

.
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Let a = σ2
X + σ2

W , b = σ2
X −N(RX), and c = σ2

X . Then, we have a > c > 0 and c > b
(which follows from the finiteness of h(RX)), and it is sufficient to prove that:(

a

a− b

)a
≤
(

c

c− b

)c
which is equivalent to proving:

a > c > 0 and c > b ⇒
(

1− b

c

)c
≤
(

1− b

a

)a
.

This statement is a variant of Bernoulli’s inequality proved in [172, Theorem 3.1, parts
(r′7) and (r′′7)]. This completes the proof. �

� 2.6 Conclusion and Future Directions

In closing this chapter, we briefly recapitulate our main contributions and then pro-
pose some directions for future research. We first illustrated in Theorem 2.1 that if the
optimization problem defining ηf (PX , PY |X) is subjected to an additional “local ap-
proximation” constraint that forces the input f -divergence to vanish, then the resulting
optimum value is ηχ2(PX , PY |X). This transparently captures the intuition behind the
maximal correlation lower bound in part 7 of Proposition 2.3. We then derived a linear
upper bound on ηf (PX , PY |X) in terms of ηχ2(PX , PY |X) for a class of f -divergences in
Theorem 2.2, and improved this bound for the salient special case of ηKL(PX , PY |X) in
Theorem 2.3. Such bounds are useful in weak dependence regimes such as in the analysis
of ergodicity of Markov chains (as shown in Corollary 2.2). Finally, in the spirit of com-
paring contraction coefficients of source-channel pairs, we also gave an alternative proof
of the equivalence, ηKL(PX , PY |X) = ηχ2(PX , PY |X), for jointly Gaussian distributions
PX,Y defined by AWGN channels in Theorem 2.4 and section 2.5. This proof showed
that adding a large enough power constraint to the extremization in ηKL(PX , PY |X)
does not change its value.

As discussed in subsection 2.4.4, the constants in the linear bounds in Theorems 2.2
and 2.3 vary “blindly” with the dimension of a product distribution. While results like
Corollary 2.3, 2.4, and 2.5 partially remedy this tensorization issue, one compelling di-
rection of future work is to discover linear bounds whose constants gracefully tensorize.
Another, perhaps more concrete, avenue of future work is to derive the optimal distribu-
tion dependent refinement of Lemma 2.4 (as suggested in [101, Remark, p.5380]). Such
a refinement could be used to tighten Theorem 2.2 so that it specializes to Theorem
2.3 instead of Corollary 2.1. However, such a refinement cannot circumvent the more
critical tensorization issue that ails these bounds.

� 2.7 Bibliographical Notes

The results in chapter 2 are refinements, generalizations, and more rigorous variants of
the results in the master’s thesis [180, Chapter 3]. In particular, both chapter 2 and
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appendix A are based on the manuscript [192]. This manuscript was published in part
at the Proceedings of the 53rd Annual Allerton Conference on Communication, Control,
and Computing 2015 [189].
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Chapter 3

Extension using
Comparison of Channels

FOR any Markov chain U → X → Y , it is well-known that the data processing
inequality holds:

I(U ;Y ) ≤ I(U ;X) . (3.1)

As discussed in chapter 2, this result can be strengthened to the strong data processing
inequality [5]:

I(U ;Y ) ≤ ηKL(PY |X) I(U ;X) (3.2)

where the contraction coefficient ηKL(PY |X) ∈ [0, 1] only depends on the channel PY |X ,
and (3.2) holds for all joint distributions PU,X . Frequently, one obtains ηKL(PY |X) < 1
so that the resulting inequality is a strict improvement over the DPI (3.1). SDPIs have
been recently simultaneously rediscovered and applied in several disciplines; see section
2.2 and [231, Section 2] for short surveys. In [231, Section 6], it was noticed that the
validity of (3.2) for all PU,X is equivalent to the statement that an erasure channel with
erasure probability 1 − ηKL(PY |X) is less noisy than the given channel PY |X . In this
way, the entire field of SDPIs is equivalent to determining whether a given channel is
dominated by an erasure channel. (Note that throughout this chapter, we only consider
SDPIs and contraction coefficients of channels, not source-channel pairs.)

This chapter initiates the study of a natural extension of the concept of SDPI
by replacing the distinguished role played by erasure channels with q-ary symmetric
channels. We give simple criteria for testing this type of domination and explain how
the latter can be used to prove logarithmic Sobolev inequalities. In the process, we
also prove equivalent characterizations of the less noisy preorder over channels using
non-linear operator convex f -divergences by generalizing the main result of [46] (see
Proposition 2.6 in chapter 2). In the next section, we introduce some basic definitions
and background. We state and motivate our main question in section 3.2, and then
present our main results and delineate the remainder of our discussion in section 3.3.
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� 3.1 Background

We will require background from two aspects of information theory in this chapter:
channel comparison, and symmetric and additive noise channels. The ensuing subsection
surveys the former topic, and the subsequent subsection presents the latter.

� 3.1.1 Channel Preorders in Information Theory

Since we will study preorders over discrete channels that capture various notions of rel-
ative “noisiness” between channels, we provide an overview of some well-known channel
preorders in the literature. Consider an input random variable X ∈ X and an output
random variable Y ∈ Y, where the alphabets are X = [q] , {0, . . . , q − 1} and Y = [r]
for q, r ∈ N without loss of generality. We let Pq = PX be the set of all pmfs of X,
where every pmf PX = (PX(0), . . . , PX(q − 1)) ∈ Pq and is perceived as a row vector.
Likewise, we let Pr = PY be the set of all pmfs of Y . A channel is the set of conditional
distributions WY |X that associates each x ∈ X with a conditional pmf WY |X=x ∈ Pr.
So, we represent each channel with a stochastic matrix W ∈ Rq×rsto = PY|X that is
defined entry-wise as:

∀x ∈ X ,∀y ∈ Y, [W ]x+1,y+1 ,WY |X(y|x) (3.3)

where the (x + 1)th row of W corresponds to the conditional pmf WY |X=x ∈ Pr, and
each column of W has at least one non-zero entry so that no output alphabet letters
are redundant. Moreover, we think of such a channel as a (linear) map W : Pq → Pr
that takes any row probability vector PX ∈ Pq to the row probability vector PY =
PXW ∈ Pr. Note that in this chapter, we use the notation Pq, Pr, and Rq×rsto instead
of the notation PX , PY , and PY|X , respectively (which was introduced in chapter 2),
because the material in this chapter benefits from a matrix theoretic perspective, and
our notation makes the dimensions of various quantities easily readable.

One of the earliest preorders over channels was the notion of channel inclusion
proposed by Shannon in [251].34 Given two channels W ∈ Rq×rsto and V ∈ Rs×tsto for some
q, r, s, t ∈ N, he stated that W includes V , denoted W �inc V , if there exist a pmf
g ∈ Pm for some m ∈ N, and two sets of channels {Ak ∈ Rr×tsto : k = 1, . . . ,m} and
{Bk ∈ Rs×qsto : k = 1, . . . ,m}, such that:

V =
m∑
k=1

gkBkWAk . (3.4)

Channel inclusion is preserved under channel addition and multiplication (which are
defined in [250]), and the existence of a code for V implies the existence of as good

34Throughout this thesis, we will refer to various information theoretic orders over channels as pre-
orders rather than partial orders (although the latter is more standard terminology in the literature).
This is because we will think of channels as individual stochastic matrices rather than equivalence
classes of stochastic matrices (e.g. identifying all stochastic matrices with permuted columns), and as
a result, the anti-symmetric property will not hold.
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a code for W in a probability of error sense [251]. The channel inclusion preorder
includes the input-output degradation preorder, which can be found in [50], as a special
case. Indeed, V is an input-output degraded version of W , denoted W �iod V , if there
exist channels A ∈ Rr×tsto and B ∈ Rs×qsto such that V = BWA. We will study an even
more specialized case of Shannon’s channel inclusion known as degradation, which first
appeared in the information theory literature in the study of broadcast channels [25,52].

Definition 3.1 (Degradation Preorder). A channel V ∈ Rq×ssto is said to be a de-
graded version of a channelW ∈ Rq×rsto with the same input alphabet, denotedW �deg V ,
if V = WA for some channel A ∈ Rr×ssto .

The degradation preorder has a long history. Its study actually originated in the
statistics literature [30, 252, 260], where it is also known as the Blackwell order. In
a statistical decision theoretic context, the channels W and V can be construed as
observation models (or statistical experiments) of the parameter space X = [q]. For any
modelW ∈ Rq×rsto , any prior distribution PX ∈ Pq, and any loss function L : X ×X → R
(which can be encoded as a matrix in Rq×q), we define the Bayes risk as:

R(W,PX , L) , inf
d(·)

E[L(X, d(Y ))] (3.5)

where the infimum is over all randomized decision rules d : [r]→ [q] for X based on Y
(which could be viewed as Markov kernels), and the expectation is over the joint pmf of
(X,Y ) defined by (PX ,W ) and the randomness of d. According to the Blackwell order,
the model W is said to be more informative than the model V (with the same input
alphabet) if for every prior pmf PX ∈ Pq, and every loss function L : X × X → R,
R(W,PX , L) ≤ R(V, PX , L). This definition is quite natural from a decision theoretic
perspective. Somewhat surprisingly, the celebrated Blackwell-Sherman-Stein theorem
states that W is more informative than V if and only if V is a degraded version of
W [30, 252, 260], i.e. the Blackwell order coincides with the degradation preorder. We
refer readers to [169] for an elegant and simple proof of this result using the separating
hyperplane theorem.

Furthermore, degradation has beautiful ties with non-Bayesian binary hypothesis
testing as well. When q = 2, W and V can be construed as dichotomies, which refer to
pairs of distributions corresponding to two hypotheses {X = 0} and {X = 1}. For any
dichotomyW ∈ R2×r

sto , we can define a concave non-decreasing Neyman-Pearson function
(or receiver operating characteristic curve) βW : [0, 1]→ [0, 1], cf. [290, Chapters 3 and
4]:

∀α ∈ [0, 1], βW (α) , sup
d(·):P(d(Y )=1|X=0)≤α

P(d(Y ) = 1|X = 1) (3.6)

which maximizes the detection probability over all randomized decision rules d : [r]→
{0, 1} subject to a constraint on the false-alarm probability, where the probabilities are
calculated with respect to the conditional distribution W and the randomness of d.
This function captures all the statistical information required to distinguish between
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the two hypotheses under the modelW—see [275, Example 1.4.3] for various fascinating
properties Neyman-Pearson functions. Intuitively, the dichotomyW is statistically more
informative than the dichotomy V if βW ≥ βV pointwise. It turns out that this notion
also coincides with degradation, i.e. βW ≥ βV pointwise if and only if V is a degraded
version of W [276, Theorem 5.3], [275, Section 9.3]. Furthermore, suppose each row of
W belongs to P◦r and each row of V belongs to P◦s . Then, it can be shown that V is
a degraded version of W if and only if for all convex functions f : (0,∞) → R with
f(1) = 0, the following f -divergence inequality holds [276, Theorem 5.3], [275, Section
9.3]:35

Df (WY |X=1||WY |X=0) ≥ Df (VY |X=1||VY |X=0) . (3.7)

Equivalently, when W and V are entry-wise strictly positive, V is a degraded version
of W if and only if for all convex functions f : (0,∞)→ R with f(1) = 0, we have:

∀PX , QX ∈ P2, Df (PXW ||QXW ) ≥ Df (PXV ||QXV ) . (3.8)

We refer readers to the comprehensive treatise [275] for more details on comparison of
statistical experiments.

Finally, we note that when Definition 3.1 of degradation is applied to general ma-
trices (rather than stochastic matrices), it is equivalent to Definition C.8 of matrix
majorization in [195, Chapter 15] (which has been studied by Dahl in [62] and [61]).
Many other generalizations of the majorization preorder over vectors (briefly introduced
in appendix B.1) that apply to matrices are also presented in [195, Chapter 15].

Körner and Marton defined two other preorders over channels in [156] known as the
more capable and less noisy preorders. While the original definitions of these preorders
explicitly reflect their significance in channel coding, we will define them using equiva-
lent mutual information characterizations proved in [156]. (See [58, Problems 6.16-6.18]
for more on the relationship between channel coding and some of the aforementioned
preorders.) We say a channel W ∈ Rq×rsto is more capable than a channel V ∈ Rq×ssto with
the same input alphabet, denoted W �mc V , if I(PX ,WY |X) ≥ I(PX , VY |X) for every
input pmf PX ∈ Pq, where I(PX ,WY |X) denotes the mutual information of the joint
pmf defined by PX and WY |X . The next definition presents the less noisy preorder,
which will be a key player in our study.

Definition 3.2 (Less Noisy Preorder). Given two channelsW ∈ Rq×rsto and V ∈ Rq×ssto
with the same input alphabet, let YW and YV denote the output random variables of W
and V , respectively. Then, W is less noisy than V , denoted W �ln V , if I(U ;YW ) ≥
I(U ;YV ) for every joint distribution PU,X , where the random variable U ∈ U has some
arbitrary range U , and U → X → (YW , YV ) forms a Markov chain.

An analogous characterization of the less noisy preorder using KL divergence is
given in the next proposition.

35For convenience, we will sometimes abuse notation and refer to the output random variables of
both W and V as Y although they are different (see e.g. Proposition 3.2). To be precise, one should
distinguish between these random variables as shown in Definition 3.2.
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Figure 3.1. Illustration of a Bayesian network whereX1, X2, Z, Y ∈ {0, 1} are binary random variables,
PZ|X2 is a BSC(δ) with δ ∈ (0, 1), and PY |X1,Z is defined by a deterministic NOR gate.

Proposition 3.1 (KL Divergence Characterization of Less Noisy [156]). Given
two channels W ∈ Rq×rsto and V ∈ Rq×ssto with the same input alphabet, W �ln V if and
only if D(PXW ||QXW ) ≥ D(PXV ||QXV ) for every pair of input pmfs PX , QX ∈ Pq.36

We will primarily use this KL divergence characterization of �ln in our discourse
because of its simplicity. This characterization conveys that the pair of pmfs PXW and
QXW is always “more distinguishable” than the pair PXV and QXV , which indeed
intuitively corresponds to W being “less noisy” than V . Another well-known equivalent
characterization of �ln due to van Dijk is presented below, cf. [282, Theorem 2]. We
will derive some useful corollaries from it later in subsection 3.6.3.

Proposition 3.2 (van Dijk Characterization of Less Noisy [282]). Given two
channels W ∈ Rq×rsto and V ∈ Rq×ssto with the same input alphabet, consider the functional
F : Pq → R:

∀PX ∈ Pq, F (PX) , I(PX ,WY |X)− I(PX , VY |X) .

Then, W �ln V if and only if F is concave.

The more capable and less noisy preorders have both been used to study the capacity
regions of broadcast channels. We refer readers to [80,97,216], and the references therein
for further details. We also remark that the more capable and less noisy preorders
tensorize, as shown in [58, Problem 6.18] and [231, Proposition 16], [268, Proposition
5] (also see Lemma B.3 in appendix B.4), respectively.

On the other hand, these preorders exhibit rather counter-intuitive behavior in
the context of Bayesian networks (or directed graphical models). Consider a Bayesian
network with “source” nodes X (with no inbound edges) and “sink” nodes Y (with no
outbound edges). If we select a node Z in this network and replace the channel from the
parents of Z to Z with a less noisy channel, then we may reasonably conjecture that
the channel from X to Y also becomes less noisy (motivated by the results in [231]).
However, this conjecture is false. To see this, consider the Bayesian network in Figure 3.1
(inspired by the results in [281]), where the source nodes areX1 ∼ Bernoulli

(1
2
)
andX2 =

1 a.s., the node Z is the output of a BSC with crossover probability δ ∈ (0, 1), denoted
36Throughout this thesis, we adhere to the convention that ∞ ≥ ∞ is true. So, D(PXW ||QXW ) ≥

D(PXV ||QXV ) is not violated when both KL divergences are infinity.
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BSC(δ), and the sink node Y is the output of a NOR gate. Let I(δ) = I(X1, X2;Y ) be
the end-to-end mutual information. Then, although BSC(0) �ln BSC(δ) for δ ∈ (0, 1),
it is easy to verify that I(δ) > I(0) = 0. So, when we replace the BSC(δ) with a less
noisy BSC(0), the end-to-end channel does not become less noisy (or more capable).

The next proposition illustrates certain well-known relationships between the various
preorders discussed in this subsection.

Proposition 3.3 (Relations between Channel Preorders). Given two channels
W ∈ Rq×rsto and V ∈ Rq×ssto with the same input alphabet, we have:

1. W �deg V ⇒ W �iod V ⇒ W �inc V ,

2. W �deg V ⇒ W �ln V ⇒ W �mc V .

These observations follow in a straightforward manner from the definitions of the
various preorders. Perhaps the only nontrivial implication is W �deg V ⇒ W �ln V ,
which can be proven using Proposition 3.1 and the data processing inequality.

� 3.1.2 Symmetric Channels and Their Properties

We next formally define q-ary symmetric channels and convey some of their properties.
To this end, we first introduce some properties of Abelian groups and define additive
noise channels. Let us fix some q ∈ N with q ≥ 2 and consider an Abelian group (X ,⊕)
of order q equipped with a binary “addition” operation denoted by ⊕. Without loss
of generality, we let X = [q], and let 0 denote the identity element. This endows an
ordering to the elements of X . Each element x ∈ X permutes the entries of the row
vector (0, . . . , q − 1) to (σx(0), . . . , σx(q − 1)) by (left) addition in the Cayley table of
the group, where σx : [q] → [q] denotes a permutation of [q], and σx(y) = x ⊕ y for
every y ∈ X . So, corresponding to each x ∈ X , we can define a permutation matrix:

Px ,
[
eσx(0)+1 · · · eσx(q−1)+1

]
∈ Rq×q (3.9)

such that:
[v0 · · · vq−1]Px =

[
vσx(0) · · · vσx(q−1)

]
(3.10)

for any v0, . . . , vq−1 ∈ R, where ei ∈ Rq is the ith standard basis vector for each
i ∈ {1, . . . , q}. The permutation matrices {Px ∈ Rq×q : x ∈ X} (with the matrix multi-
plication operation) form a group that is isomorphic to (X ,⊕) (see Cayley’s theorem,
and permutation and regular representations of groups in [13, Sections 6.11, 7.1, 10.6]).
In particular, these matrices commute as (X ,⊕) is Abelian, and are jointly unitarily
diagonalizable by a Fourier matrix of characters (using [129, Theorem 2.5.5]).37 We

37We refer readers who have less familiarity with abstract algebra to [261, Chapter 7] for a concise
introduction to Fourier analysis on finite Abelian groups.
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now recall that given a row vector x = (x0, . . . , xq−1) ∈
(
Rq
)∗, we may define a corre-

sponding X -circulant matrix, circX (x) ∈ Rq×q, that is given entry-wise by [67, Chapter
3E, Section 4]:

∀a, b ∈ [q], [circX (x)]a+1,b+1 , x(−a)⊕ b . (3.11)

where −a ∈ X denotes the inverse of a ∈ X . Moreover, we can decompose this X -
circulant matrix as:

circX (x) =
q−1∑
i=0

xiP
T
i (3.12)

since we have:
q−1∑
i=0

xi
[
P Ti

]
a+1,b+1

=
q−1∑
i=0

xi
[
eσi(a)+1

]
b+1

= x(−a)⊕ b (3.13)

for every a, b ∈ [q]. Using similar reasoning, we can write:

circX (x) = [P0 y · · · Pq−1 y] =
[
P0 x

T · · · Pq−1 x
T
]T

(3.14)

where y =
[
x0 x−1 · · · x−(q−1)

]T ∈ Rq, and P0 = Iq ∈ Rq×q is the q × q identity
matrix. Using (3.12), we see that X -circulant matrices are normal, form a commutative
algebra, and are jointly unitarily diagonalizable by a Fourier matrix. Furthermore, given
two row vectors x, y ∈

(
Rq
)∗, we can define x circX (y) = y circX (x) as the X -circular

convolution of x and y, where the commutativity of X -circular convolution follows from
the commutativity of X -circulant matrices.

A salient specialization of this discussion is the case where ⊕ is addition modulo q,
and (X = [q],⊕) is the cyclic Abelian group Z/qZ. In this scenario, X -circulant matrices
correspond to the standard circulant matrices which are jointly unitarily diagonalized
by the discrete Fourier transform (DFT) matrix.38 Furthermore, for each x ∈ [q], the
permutation matrix P Tx = P xq , where Pq ∈ Rq×q is the generator cyclic permutation
matrix as presented in [129, Section 0.9.6]:

∀a, b ∈ [q], [Pq]a+1,b+1 , 1{b− a ≡ 1 (mod q)} (3.15)

where 1{·} is the indicator function. The matrix Pq cyclically shifts any input row
vector to the right once, i.e. (x1, x2, . . . , xq)Pq = (xq, x1, . . . , xq−1).

Let us now consider a channel with common input and output alphabet X = Y = [q],
where (X ,⊕) is an Abelian group. Such a channel operating on an Abelian group is
called an additive noise channel when it is defined as:

Y = X ⊕ Z (3.16)
38We refer readers to [221, Chapters 8-10] for a discussion of the DFT from a signal processing

perspective.
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where X ∈ X is the input random variable, Y ∈ X is the output random variable, and
Z ∈ X is the additive noise random variable that is independent of X with pmf PZ =
(PZ(0), . . . , PZ(q − 1)) ∈ Pq. The channel transition probability matrix corresponding
to (3.16) is the X -circulant stochastic matrix circX (PZ) ∈ Rq×qsto , which is also doubly
stochastic (i.e. both circX (PZ) and circX (PZ)T belong to Rq×qsto ). Indeed, for an additive
noise channel, it is well-known that the pmf of Y , PY ∈ Pq, can be obtained from the
pmf of X, PX ∈ Pq, by X -circular convolution:

PY = PX circX (PZ) . (3.17)

We remark that in the context of various channel symmetries in the literature (see
[227, Section VI.B] for a discussion), additive noise channels correspond to “group-
noise” channels, and are input symmetric, output symmetric, Dobrushin symmetric,
and Gallager symmetric.

The q-ary symmetric channel is an additive noise channel on the Abelian group
(X ,⊕) with noise pmf:

PZ = wδ ,
(

1− δ, δ

q − 1 , . . . ,
δ

q − 1

)
∈ Pq (3.18)

where δ ∈ [0, 1]. Its channel transition probability matrix is denoted Wδ ∈ Rq×qsto :

Wδ , circX (wδ) =
[
wδ

T P Tq wδ
T · · ·

(
P Tq

)q−1
wδ

T
]T

(3.19)

which has 1 − δ in the principal diagonal entries and δ/(q − 1) in all other entries
regardless of the choice of group (X ,⊕). We may interpret δ as the total crossover
probability of the symmetric channel. Indeed, when q = 2, Wδ represents a BSC with
crossover probability δ ∈ [0, 1]. Although Wδ is only stochastic when δ ∈ [0, 1], we will
refer to the parametrized convex set of matrices

{
Wδ ∈ Rq×qsym : δ ∈ R

}
with parameter δ

as the “symmetric channel matrices,” where eachWδ has the form (3.19) such that every
row and column sums to unity. We conclude this subsection with a list of properties of
symmetric channel matrices.
Proposition 3.4 (Properties of Symmetric Channel Matrices). The symmetric
channel matrices,

{
Wδ ∈ Rq×qsym : δ ∈ R

}
, satisfy the following properties:

1. For every δ ∈ R, Wδ is a symmetric circulant matrix.

2. The DFT matrix Fq ∈ Vq(Cq), which is defined entry-wise as:

∀j, k ∈ {1, . . . , q}, [Fq]j,k = 1
√
q

exp
(2π(j − 1)(k − 1)i

q

)
(3.20)

where i =
√
−1, jointly diagonalizesWδ for every δ ∈ R. Moreover, the correspond-

ing eigenvalues or Fourier coefficients,
{
λj(Wδ) =

[
FHq WδFq

]
j,j

: j ∈ {1, . . . , q}
}
,

are real:
λj(Wδ) =

{
1 , j = 1

1− δ − δ
q−1 , j ∈ {2, . . . , q} .
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3. For every δ ∈ [0, 1], Wδ is a doubly stochastic matrix that has the uniform pmf
u , (1/q, . . . , 1/q) as its stationary distribution:

uWδ = u .

4. For every δ ∈ R such that δ 6= q−1
q , W−1

δ = Wτ , where:

τ = − δ

1− δ − δ
q−1

,

and for δ = q−1
q , Wδ = 1

q11T is unit rank and singular.

5. The set
{
Wδ ∈ Rq×qsym : δ ∈ R and δ 6= q−1

q

}
with the operation of matrix multipli-

cation is an Abelian group.

Proof. See appendix B.3. �

We remark that the (complex) unitary diagonalization ofWδ in part 2 of Proposition
3.4 holds because circulant matrices are normal, and normal matrices admit a (complex)
orthonormal eigenbasis by the complex spectral theorem, cf. [17, Theorem 7.9]. However,
sinceWδ is also symmetric, it admits a (real) orthonormal eigenbasis by the real spectral
theorem, cf. [17, Theorem 7.13]. Indeed, from a Fourier analysis perspective, the vector
wδ is circularly symmetric, and hence its Fourier series only has cosine terms composed
of conjugate DFT bases. These cosines can be completed to a basis as shown in [129,
Problem 2.2.P10], where the (real) orthogonal matrix that diagonalizes Wδ (or any
other real symmetric circulant matrix for that matter) is the discrete Hartley transform
matrix Hq ∈ Vq(Rq), which can be constructed from the DFT matrix:

Hq = Re{Fq}+ Im{Fq} . (3.21)

The eigenvalues of Wδ are of course real as Wδ is symmetric.
Furthermore, intuition from signal processing can be used to understand part 4 of

Proposition 3.4 as well. Note that when δ < q−1
q , the diagonal of Wδ is greater than all

other entries, and when δ > q−1
q , the diagonal of Wδ is less than all other entries. So,

for δ ∈
[
0, q−1

q

)
, wδ can be construed as an impulse response with non-negative entries

that behaves like a low-pass filter. Its inverse filter must be a high-pass filter whose
impulse response has both positive and negative entries, and indeed, W−1

δ = Wτ has
τ ≤ 0 according to part 4 of Proposition 3.4. In particular, W−1

0 = W0 is the identity
all-pass filter case.

� 3.2 Motivation: Criteria for Domination by a Symmetric Channel

As we mentioned at the outset, our work is partly motivated by [231, Section 6], where
the authors demonstrate an intriguing relation between less noisy domination by an
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erasure channel and the contraction coefficient of the SDPI (3.2). For a common input
alphabet X = [q], consider a channel V ∈ Rq×ssto and a q-ary erasure channel Eε ∈
Rq×(q+1)

sto with erasure probability ε ∈ [0, 1]. It is proved in [231, Proposition 15] that
Eε �ln V if and only if ηKL(V ) ≤ 1−ε, where ηKL(V ) ∈ [0, 1] is the contraction coefficient
of the channel V = PY |X for KL divergence (cf. Definition 2.5 in chapter 2), and it is
also the best possible constant that can be inserted into the SDPI (3.2) (see e.g. (2.54)
in chapter 2 or [231, Theorem 4]). This result illustrates that the q-ary erasure channel
Eε with the largest erasure probability ε ∈ [0, 1] (or the smallest channel capacity) that
is less noisy than V has ε = 1− ηKL(V ):39

ηKL(V ) = min{β ∈ [0, 1] : E1−β �ln V } . (3.22)

Furthermore, there are several simple upper bounds on ηKL that provide sufficient con-
ditions for such less noisy domination. For example, if the `1-distances between the
rows of V are all bounded by 2α for some α ∈ [0, 1], then ηKL(V ) ≤ α, cf. [49] or part 7
of Proposition 2.5. Another criterion follows from Doeblin minorization [234, Remark
III.2]: if for some pmf p ∈ Ps and some α ∈ (0, 1), V ≥ α1p entry-wise, then Eα �deg V ,
which implies that Eα �ln V (using Proposition 3.3), and hence, ηKL(V ) ≤ 1− α.40

To extend these ideas, we consider the following question:What is the q-ary symmet-
ric channel Wδ with the largest value of δ ∈

[
0, q−1

q

]
(or the smallest channel capacity)

such that Wδ �ln V ?41 Much like the bounds on ηKL in the erasure channel context, the
goal of this chapter is to address this question by establishing simple criteria for testing
�ln domination by a q-ary symmetric channel. We next provide several other reasons
why determining whether a q-ary symmetric channel dominates a given channel V is
interesting.

Firstly, since �ln tensorizes (see Lemma B.3 in appendix B.4), if W �ln V , then
W⊗n �ln V ⊗n, where W⊗n is the n-fold tensor product of W (or equivalently, the
n-fold Kronecker product of the matrix W with itself). This in turn implies that
I(U ;YWn

1 ) ≥ I(U ;YV n1 ) for every Markov chain U → Xn
1 → (YWn

1 , YV
n
1 ) (see Defi-

nition 3.2), where the conditional distributions of YWn
1 and YV

n
1 given Xn

1 are deter-
mined by W⊗n and V ⊗n, respectively. Thus, many impossibility results (in statistical
decision theory for example) that are proven by exhibiting bounds on quantities such
as I(U ;YWn

1 ) transparently carry over to statistical experiments with observations on
the basis of YV n1 . Since it is common to study the q-ary symmetric observation model

39A q-ary erasure channel Eε with erasure probability ε ∈ [0, 1] has channel capacity C(ε) = log(q)(1−
ε), which is linear and decreasing.

40In fact, the stronger condition that Eα �deg V allows one to prove that contraction coefficients for
general f -divergences are upper bounded by 1 − α as shown in [234]. We refer readers to [29, Section
3] for a classical treatment of how Doeblin minorization was applied to Markov processes to derive
uniform geometric rates of convergence in TV distance to their stationary distributions.

41A q-ary symmetric channel Wδ with total crossover probability δ ∈
[
0, q−1

q

]
has channel capacity

C(δ) = log(q)−H(wδ), which is convex and decreasing. Here, H(wδ) denotes the Shannon entropy of
the pmf wδ.
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(especially with q = 2), we can leverage its sample complexity lower bounds for other
V .

Secondly, we present a self-contained information theoretic motivation. W �ln V if
and only if CS = 0, where CS is the secrecy capacity of the Wyner wiretap channel with
V as the main (legal receiver) channel andW as the eavesdropper channel [57, Corollary
3], [58, Corollary 17.11]. Therefore, finding the maximally noisy q-ary symmetric channel
that dominates V establishes the minimal noise required on the eavesdropper link so
that secret communication is feasible.

Thirdly, �ln domination turns out to entail a comparison of Dirichlet forms (see sub-
section 3.3.4), and consequently, allows us to prove Poincaré and logarithmic Sobolev
inequalities for V from well-known results on q-ary symmetric channels. These functional
inequalities are cornerstones of the modern approach to Markov chains and concentra-
tion of measure [69,206].

� 3.3 Main Results

In this section, we first delineate some guiding sub-questions of our study, indicate the
main results that address them, and then present these results in the ensuing subsec-
tions. We will delve into the following four leading questions:

1. Can we test the less noisy preorder �ln without using KL divergence?
Yes, we can use any non-linear operator convex f -divergence as shown in Theorem
3.1. This theorem generalizes the result in Proposition 2.6 in chapter 2, and we
provide an application of the theorem in Theorem 3.2. Furthermore, we generalize
Theorem 3.1 to arbitrary measurable spaces for the special case of χ2-divergence
in Theorem 3.3. This χ2-divergence case turns out to be most useful in our study.

2. Given a channel V ∈ Rq×qsto , is there a simple sufficient condition for less noisy
domination by a q-ary symmetric channel Wδ �ln V ?
Yes, a condition using degradation (which implies less noisy domination) is pre-
sented in Theorem 3.4.

3. Can we say anything stronger about less noisy domination by a q-ary symmetric
channel when V ∈ Rq×qsto is an additive noise channel?
Yes, Theorem 3.5 outlines the structure of additive noise channels in this context
(and Figure 3.2 depicts it).

4. Why are we interested in less noisy domination by q-ary symmetric channels?
Because this permits us to compare Dirichlet forms as portrayed in Theorem 3.6.

We next elaborate on these aforementioned theorems.

� 3.3.1 Characterization of Less Noisy Preorder using Operator Convexity

Our most general result illustrates that although less noisy domination is a preorder
defined using KL divergence, one can equivalently define it using any non-linear op-
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erator convex f -divergence. We refer readers to appendix B.2 for a brief primer on
operator monotonicity and operator convexity (if desired). The next theorem presents
our equivalent characterization of �ln.

Theorem 3.1 (Operator Convex f-Divergence Characterization of �ln). Con-
sider any non-linear operator convex function f : (0,∞)→ R such that f(1) = 0. Then,
for any two channels W ∈ Rq×rsto and V ∈ Rq×ssto with the same input alphabet, W �ln V
if and only if:

Df (PXW ||QXW ) ≥ Df (PXV ||QXV )

for every pair of input pmfs PX , QX ∈ Pq.

Theorem 3.1 is proved in subsection 3.6.1 using techniques from [46]. As conveyed in
parts 2 and 3 of Theorem B.1 in appendix B.2, it is well-known that f(t) = t log(t) and
f(t) = tα−1

α−1 for any α ∈ (0, 1)∪ (1, 2] are operator convex functions. Hence, one class of
f -divergences that satisfy the conditions of the theorem are the Hellinger divergences of
order α ∈ (0, 2], where the cases α = 1 and α = 2 correspond to KL and χ2-divergences,
respectively (see subsection 2.2.1 in chapter 2).

It is worth comparing Theorem 3.1 with the equivalent characterization of degra-
dation over dichotomies in (3.8). In particular, these results transparently unify the
definitions of degradation and less noisy in the q = 2 setting, because both preorders
are defined by (3.8) holding for different classes of functions f : (0,∞) → R with
f(1) = 0. Indeed, the class of convex functions defines degradation, and the smaller
class of operator convex functions defines less noisy.

We next demonstrate an application of Theorem 3.1 by proving a generalization
of the so called Samorodnitsky’s SDPI. Following the exposition in [231, Section 6.2],
consider the discrete random variables U , X1, . . . , Xn, Y1, . . . , Yn with finite alphabets,
where n ∈ N. Suppose we are given a memoryless channel PY n1 |Xn

1
:

PY n1 |Xn
1

=
n∏
j=1

PYj |Xj (3.23)

which means that the stochastic matrix corresponding to PY n1 |Xn
1
is a tensor product

of the stochastic matrices corresponding to PYj |Xj over all j ∈ {1, . . . , n}. Define the
contraction coefficient of the channel PYj |Xj for any f -divergence as, cf. Definition 2.5
in chapter 2:

ηj , ηf (PYj |Xj ) (3.24)

for every j ∈ {1, . . . , n}. While the SDPI for PY n1 |Xn
1
is characterized by the contraction

coefficient ηf (PY n1 |Xn
1

), it is desirable to obtain a loosening of this SDPI in terms of
the single-letter contraction coefficients {ηj : j ∈ {1, . . . , n}}. To illustrate one such
tensorized SDPI, suppose ηj = η for all j ∈ {1, . . . , n}, and fix any non-linear operator
convex function f : (0,∞) → R such that f(1) = 0. Due to Proposition 2.6 in chapter
2, it is straightforward to verify that [231, Theorem 5] and [231, Corollary 6] hold for
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any f -divergence with non-linear operator convex f (rather than just KL divergence).
As a result, [231, Corollary 6] yields the tensorization bound:

ηf (PY n1 |Xn
1

) ≤ 1− (1− η)n (3.25)

which can be construed as an analogue of part 5 of Proposition 2.3 for contraction
coefficients of channels. Thus, for every pair of input distributions PXn

1
and QXn

1
, we

have the tensorized SDPI:

Df (PY n1 ||QY n1 ) ≤ (1− (1− η)n)Df (PXn
1
||QXn

1
) (3.26)

where PY n1 and QY n1 are the output distributions after passing PXn
1
and QXn

1
through

the channel PY n1 |Xn
1
, respectively. Likewise, for any joint distribution PU,Xn

1
such that

U → Xn
1 → Y n

1 form a Markov chain, we have the tensorized SDPI (see (2.18) and
(2.54)):

If (U ;Y n
1 ) ≤ (1− (1− η)n) If (U ;Xn

1 ) . (3.27)
However, as argued in [231, Section 6.2], “stronger [single-letter bounds] can be given if
we have finer knowledge” about the pair (PXn

1
, QXn

1
) or the distribution PU,Xn

1
. In this

vein, the following theorem presents tighter bounds on Df (PY n1 ||QY n1 ) and If (U ;Y n
1 )

using the single-letter contraction coefficients {ηj : j ∈ {1, . . . , n}}, and terms represent-
ing the “average” input f -divergence and “average” mutual f -information contained in
subsets of Xn

1 , respectively.

Theorem 3.2 (Generalized Samorodnitsky’s SDPI). Consider any non-linear
operator convex function f : (0,∞) → R such that f(1) = 0. Suppose U , X1, . . . , Xn,
Y1, . . . , Yn are discrete random variables with finite alphabets such that the channel
PY n1 |Xn

1
is fixed and memoryless (see (3.23)). Let S be a random subset of {1, . . . , n} that

is constructed by independently including each element j ∈ {1, . . . , n} with probability ηj
(defined in (3.24)), and assume that S is independent of (U,Xn

1 , Y
n

1 ). Then, for every
pair of input distributions PXn

1
and QXn

1
:

Df (PY n1 ||QY n1 ) ≤
∑

T⊆{1,...,n}
PS(T )Df (PXT ||QXT )

where PS is the distribution of S, XT , {Xk : k ∈ T} for any subset T ⊆ {1, . . . , n},
Df (PX∅ ||QX∅) = 0, and PY n1 and QY n1 are the output distributions after passing PXn

1
and QXn

1
through the channel PY n1 |Xn

1
, respectively. Similarly, for any joint distribution

PU,Xn
1
such that U → Xn

1 → Y n
1 form a Markov chain:

If (U ;Y n
1 ) ≤ If (U ;XS , S) =

∑
T⊆{1,...,n}

PS(T ) If (U ;XT )

where If (U ;X∅) = 0. Moreover, if ηj = η for all j ∈ {1, . . . , n}, then we have:

If (U ;Y n
1 ) ≤

n∑
k=0

(
n

k

)
ηk(1− η)n−kIk
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where for every k ∈ {0, . . . , n}, we define Ik to be the “average” mutual f -information
contained in subsets of Xn

1 with cardinality k:

Ik ,

(
n

k

)−1 ∑
T⊆{1,...,n}
|T |=k

If (U ;XT ) .

We prove Theorem 3.2 using Theorem 3.1 in appendix B.4 by mimicking the proof
technique of [231]. The KL divergence case of Theorem 3.2 was first derived by Samorod-
nitsky in [241] using linear programming techniques to prove a special case of the
Courtade-Kumar conjecture from [164]. It was then distilled into its present form in [231,
Theorem 20, Remark 6], where a simpler proof was also given. Our result in Theorem
3.2 generalizes this KL divergence case to all non-linear operator convex f -divergences
(which includes, for example, all Hellinger divergences of order α ∈ (0, 2], as mentioned
earlier). We also remark that the KL divergence case of this result has other applications
such as the strengthening ofMrs. Gerber’s Lemma (cf. [81, Section 2.1]) in [231, Remark
5]. Lastly, as explained in [231, Remark 4], if ηj = η for all j ∈ {1, . . . , n} in Theorem
3.2, then approximating the binomial(n, η) distribution with its expectation nη yields:

If (U ;Y n
1 ) . Inη (3.28)

for any Markov chain U → Xn
1 → Y n

1 , which conveys that only information about U
contained in subsets of Xn

1 with cardinality bounded by nη can be inferred from Y n
1 .

While our development in this thesis is mostly for finite alphabets, Theorem 3.1 can
be generalized for arbitrary measurable spaces. We close this subsection by providing
one example of such a generalization for the special case of χ2-divergence. To state and
prove an equivalent characterization of �ln via χ2-divergence for general measurable
spaces, we introduce some additional notation pertinent only to this result. Let (X ,F),
(Y1,H1), and (Y2,H2) be three measurable spaces, and let W : H1 × X → [0, 1] and
V : H2 × X → [0, 1] be two Markov kernels (or channels) acting on the same source
space (X ,F). Given any probability measure PX on (X ,F), we denote by PXW the
probability measure on (Y1,H1) induced by the push-forward of PX .42 Recall that for
any two probability measures PX and QX on (X ,F), their KL divergence is given by:

D(PX ||QX) ,


∫
X

log
(
dPX
dQX

)
dPX , PX � QX

+∞ , otherwise
(3.29)

and their χ2-divergence is given by:

χ2(PX ||QX) ,


∫
X

(
dPX
dQX

)2
dQX − 1 , PX � QX

+∞ , otherwise
(3.30)

42Here, we can think of X and Y as random variables with codomains X and Y, respectively. The
Markov kernel W behaves like the conditional distribution of Y given X (under regularity conditions).
Moreover, when the distribution of X is PX , the corresponding distribution of Y is PY = PXW .
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where PX � QX denotes that PX is absolutely continuous with respect to QX , and
dPX
dQX

denotes the Radon-Nikodym derivative of PX with respect to QX . Furthermore,
the characterization of �ln in Proposition 3.1 extends naturally to general Markov
kernels; indeed, W �ln V if and only if D(PXW ||QXW ) ≥ D(PXV ||QXV ) for every
pair of probability measures PX and QX on (X ,F). The next theorem presents the
χ2-divergence characterization of �ln.

Theorem 3.3 (χ2-Divergence Characterization of �ln). For any Markov kernels
W : H1×X → [0, 1] and V : H2×X → [0, 1] acting on the same source space, W �ln V
if and only if:

χ2(PXW ||QXW ) ≥ χ2(PXV ||QXV )
for every pair of probability measures PX and QX on (X ,F).

Theorem 3.3 is proved in subsection 3.6.2.

� 3.3.2 Less Noisy Domination by Symmetric Channels

Our remaining results are all concerned with less noisy (and degraded) domination by
q-ary symmetric channels. Suppose we are given a q-ary symmetric channel Wδ ∈ Rq×qsto
with δ ∈ [0, 1], and another channel V ∈ Rq×qsto with common input and output alphabets.
Then, the next result provides a sufficient condition for when Wδ �deg V .

Theorem 3.4 (Sufficient Condition for Degradation by Symmetric Channels).
Given a channel V ∈ Rq×qsto with q ≥ 2 and minimum probability entry ν = min{[V ]i,j :
i, j ∈ {1, . . . , q}}, we have:

0 ≤ δ ≤ ν

1− (q − 1)ν + ν
q−1

⇒ Wδ �deg V .

Theorem 3.4 is proved in section 3.8. We note that the sufficient condition in
Theorem 3.4 is tight as there exist channels V that violate Wδ �deg V when δ >
ν/
(
1 − (q − 1)ν + ν

q−1
)
. Furthermore, Theorem 3.4 also provides a sufficient condition

for Wδ �ln V due to Proposition 3.3.

� 3.3.3 Structure of Additive Noise Channels

Our next major result is concerned with understanding when q-ary symmetric channels
operating on an Abelian group (X ,⊕) dominate other additive noise channels on (X ,⊕),
which are defined in (3.16), in the less noisy and degraded senses. Given a symmetric
channel Wδ ∈ Rq×qsto with δ ∈ [0, 1], we define the additive less noisy domination region
of Wδ as:

Ladd
Wδ
, {v ∈ Pq : Wδ = circX (wδ) �ln circX (v)} (3.31)

which is the set of all noise pmfs whose corresponding channel transition probability
matrices are dominated by Wδ in the less noisy sense. Likewise, we define the additive
degradation region of Wδ as:

Dadd
Wδ
, {v ∈ Pq : Wδ = circX (wδ) �deg circX (v)} (3.32)
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which is the set of all noise pmfs whose corresponding channel transition probability
matrices are degraded versions of Wδ. The next theorem exactly characterizes Dadd

Wδ
,

and “bounds” Ladd
Wδ

in a set theoretic sense.

Theorem 3.5 (Additive Less Noisy Domination and Degradation Regions
for Symmetric Channels). Given a symmetric channel Wδ = circX (wδ) ∈ Rq×qsto with
δ ∈

[
0, q−1

q

]
and q ≥ 2, we have:

Dadd
Wδ

= conv
({
wδP

k
q : k ∈ [q]

})
⊆ conv

({
wδP

k
q : k ∈ [q]

}
∪
{
wγP

k
q : k ∈ [q]

})
⊆ Ladd

Wδ
⊆ {v ∈ Pq : ‖v − u‖2 ≤ ‖wδ − u‖2}

where the first set inclusion is strict for δ ∈
(
0, q−1

q

)
and q ≥ 3, Pq denotes the generator

cyclic permutation matrix as defined in (3.15), and:

γ = 1− δ
1− δ + δ

(q−1)2
.

Furthermore, Ladd
Wδ

is a closed and convex set that is invariant under the permutations
{Px ∈ Rq×q : x ∈ X} defined in (3.9) corresponding to the underlying Abelian group
(X ,⊕) (i.e. v ∈ Ladd

Wδ
⇒ vPx ∈ Ladd

Wδ
for every x ∈ X ).

Theorem 3.5 is a compilation of several results. As explained at the very end of sub-
section 3.7.2, Proposition 3.6 (in subsection 3.5.1), Corollary 3.1 (in subsection 3.5.2),
part 1 of Proposition 3.9 (in subsection 3.7.1), and Proposition 3.11 (in subsection 3.7.2)
make up Theorem 3.5. We remark that according to numerical evidence, the second and
third set inclusions in Theorem 3.5 appear to be strict, and Ladd

Wδ
seems to be a strictly

convex set. The content of Theorem 3.5 and these observations are illustrated in Figure
3.2, which portrays the probability simplex of noise pmfs for q = 3 and the pertinent
regions which capture less noisy domination and degradation by a q-ary symmetric
channel.

� 3.3.4 Comparison of Dirichlet Forms

As mentioned in section 3.2, one of the reasons we study q-ary symmetric channels
and prove Theorems 3.4 and 3.5 is because less noisy domination implies useful bounds
between Dirichlet forms. Recall that the q-ary symmetric channel Wδ ∈ Rq×qsto with
δ ∈ [0, 1] has uniform stationary distribution u ∈ Pq (see part 3 of Proposition 3.4). For
any channel V ∈ Rq×qsto that is doubly stochastic and has uniform stationary distribution,
we may define a corresponding Dirichlet form:

∀f ∈ Rq, EV (f, f) = 1
q
fT (Iq − V ) f (3.33)
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Figure 3.2. Illustration of the additive less noisy domination region and the additive degradation region
for a q-ary symmetric channel when q = 3 and δ ∈ (0, 2/3): The gray triangle denotes the probability
simplex of noise pmfs P3. The dotted line denotes the parametrized family of noise pmfs of 3-ary
symmetric channels {wδ ∈ P3 : δ ∈ [0, 1]}; its noteworthy points are w0 (corner of simplex, W0 is less
noisy than every channel), wδ for some fixed δ ∈ (0, 2/3) (noise pmf of 3-ary symmetric channelWδ under
consideration), w2/3 = u (uniform pmf, W2/3 is more noisy than every channel), wτ with τ = 1− (δ/2)
(Wτ is the extremal symmetric channel that is degraded by Wδ), wγ with γ = (1− δ)/(1− δ + (δ/4))
(Wγ is a 3-ary symmetric channel that is not degraded by Wδ but Wδ �ln Wγ), and w1 (edge of
simplex). The magenta triangle denotes the additive degradation region conv({wδ, wδP3, wδP

2
3 }) of Wδ.

The green convex region denotes the additive less noisy domination region of Wδ, and the yellow region
conv({wδ, wδP3, wδP

2
3 , wγ , wγP3, wγP

2
3 }) is its lower bound while the circular cyan region {v ∈ P3 :

‖v − u‖2 ≤ ‖wδ − u‖2} (which is a hypersphere for general q ≥ 3) is its upper bound. Note that we do
not need to specify the underlying group because there is only one group of order 3.

where f = [f1 · · · fq]T ∈ Rq are column vectors (as shown in [69] or [206]). Our final
theorem portrays that Wδ �ln V implies that the Dirichlet form corresponding to
V dominates the Dirichlet form corresponding to Wδ pointwise. The Dirichlet form
corresponding to Wδ is in fact a scaled version of the so called standard Dirichlet form:

∀f ∈ Rq, Estd(f, f) , VARu(f) = 1
q

q∑
k=1

f2
k −

(
1
q

q∑
k=1

fk

)2

(3.34)
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which is the Dirichlet form corresponding to the q-ary symmetric channelW(q−1)/q = 1u
with all uniform conditional pmfs. Indeed, using Iq −Wδ = qδ

q−1(Iq − 1u), we have:

∀f ∈ Rq, EWδ
(f, f) = qδ

q − 1 Estd(f, f) . (3.35)

The standard Dirichlet form is the usual choice for Dirichlet form comparison because its
logarithmic Sobolev constant has been precisely computed in [69, Appendix, Theorem
A.1]. So, we present Theorem 3.6 using Estd rather than EWδ

.

Theorem 3.6 (Domination of Dirichlet Forms). Given the doubly stochastic chan-
nels Wδ ∈ Rq×qsto with δ ∈

[
0, q−1

q

]
and V ∈ Rq×qsto , if Wδ �ln V , then:

∀f ∈ Rq, EV (f, f) ≥ qδ

q − 1 Estd(f, f) .

An extension of Theorem 3.6 is proved in section 3.9. The domination of Dirichlet
forms shown in Theorem 3.6 has several useful consequences. A major consequence is
that we can immediately establish Poincaré (spectral gap) inequalities and logarithmic
Sobolev inequalities (LSIs) for the channel V using the corresponding inequalities for
q-ary symmetric channels. For example, the LSI for Wδ ∈ Rq×qsto with q > 2 is:

D(f2u||u) ≤ (q − 1) log(q − 1)
(q − 2)δ EWδ

(f, f) (3.36)

for all f ∈ Rq such that
∑q
k=1 f

2
k = q, where we use (3.76) and the logarithmic Sobolev

constant computed in part 1 of Proposition 3.12. As shown in appendix B.8, (3.36) is
easily established using the known logarithmic Sobolev constant corresponding to the
standard Dirichlet form. Using the LSI for V that follows from (3.36) and Theorem 3.6,
we immediately obtain guarantees on the convergence rate and hypercontractivity prop-
erties of the associated Markov semigroup {exp(−t(Iq − V )) : t ≥ 0}. We refer readers
to [69] and [206] for comprehensive accounts of such topics.

� 3.4 Chapter Outline

We briefly outline the content of the ensuing sections in this chapter. In section 3.5,
we study the structure of less noisy domination and degradation regions of channels.
In section 3.6, we prove Theorems 3.1 and 3.3, and present some other equivalent
characterizations of �ln. We then derive several necessary and sufficient conditions for
less noisy domination among additive noise channels in section 3.7, which together with
the results of section 3.5, culminates in a proof of Theorem 3.5. Section 3.8 provides
a proof of Theorem 3.4, and section 3.9 introduces LSIs and proves an extension of
Theorem 3.6. Finally, we conclude our discussion and propose future research directions
in section 3.10.
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� 3.5 Less Noisy Domination and Degradation Regions

In this section, we focus on understanding the “geometric” aspects of less noisy domi-
nation and degradation by channels. We begin by deriving some simple characteristics
of the sets of channels that are dominated by some fixed channel in the less noisy and
degraded senses. We then specialize our results for additive noise channels, and this
culminates in a complete characterization of Dadd

Wδ
and derivations of certain properties

of Ladd
Wδ

presented in Theorem 3.5.
Let W ∈ Rq×rsto be a fixed channel with q, r ∈ N, and define its less noisy domination

region:
LW ,

{
V ∈ Rq×rsto : W �ln V

}
(3.37)

as the set of all channels on the same input and output alphabets that are dominated
by W in the less noisy sense. Moreover, we define the degradation region of W :

DW ,
{
V ∈ Rq×rsto : W �deg V

}
(3.38)

as the set of all channels on the same input and output alphabets that are degraded
versions of W . Then, LW and DW satisfy the properties delineated below.

Proposition 3.5 (Less Noisy Domination and Degradation Regions). Given
the channel W ∈ Rq×rsto , its less noisy domination region LW and its degradation region
DW are non-empty, closed, convex, and output alphabet permutation symmetric (i.e.
V ∈ LW ⇒ V P ∈ LW and V ∈ DW ⇒ V P ∈ DW for every permutation matrix
P ∈ Rr×r).

Proof.
Non-Emptiness of LW and DW : W �ln W ⇒W ∈ LW , and W �deg W ⇒W ∈

DW . So, LW and DW are non-empty.
Closure of LW : Fix any two pmfs PX , QX ∈ Pq, and consider a sequence of channels

Vk ∈ LW such that Vk → V ∈ Rq×rsto as k → ∞ (with respect to the Frobenius norm).
Then, we also have PXVk → PXV and QXVk → QXV as k → ∞ (with respect to the
`2-norm). Hence, we get:

D(PXV ||QXV ) ≤ lim inf
k→∞

D(PXVk||QXVk)

≤ D(PXW ||QXW )

where the first line follows from the lower semicontinuity of KL divergence [232, The-
orem 1], [230, Theorem 3.6, Section 3.5], and the second line holds because Vk ∈ LW .
This implies that for any two pmfs PX , QX ∈ Pq, the set:

S (PX , QX) =
{
V ∈ Rq×rsto : D(PXW ||QXW ) ≥ D(PXV ||QXV )

}
is actually closed. Using Proposition 3.1, we have that:

LW =
⋂

PX ,QX∈Pq
S (PX , QX) .
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So, LW is closed since it is an intersection of closed sets [239].
Closure of DW : Consider a sequence of channels Vk ∈ DW such that Vk → V ∈

Rq×rsto as k → ∞. Since each Vk = WAk for some channel Ak ∈ Rr×rsto belonging to
the compact set Rr×rsto , there exists a subsequence Akm that converges by (sequential)
compactness [239]: Akm → A ∈ Rr×rsto asm→∞. Hence, V ∈ DW since Vkm = WAkm →
WA = V as m→∞, and DW is a closed set.

Convexity of LW : Suppose V1, V2 ∈ LW , and fix any λ ∈ [0, 1]. Then, for every
PX , QX ∈ Pq, we have:

D(PXW ||QXW ) ≥ D(PX(λV1 + (1− λ)V2)||QX(λV1 + (1− λ)V2))

by the convexity of KL divergence. Hence, LW is convex.
Convexity of DW : If V1, V2 ∈ DW so that V1 = WA1 and V2 = WA2 for some

A1, A2 ∈ Rr×rsto , then λV1 + (1−λ)V2 = W (λA1 + (1−λ)A2) ∈ DW for all λ ∈ [0, 1], and
DW is convex.

Symmetry of LW : This is obvious from Proposition 3.1 because KL divergence is
invariant to permutations of its input pmfs.

Symmetry of DW : Given V ∈ DW so that V = WA for some A ∈ Rr×rsto , we have
that V P = WAP ∈ DW for every permutation matrix P ∈ Rr×r. This completes the
proof. �

While the channels in LW and DW all have the same output alphabet as W , as
defined in (3.37) and (3.38), we may extend the output alphabet of W by adding
zero probability letters. So, separate less noisy domination and degradation regions can
be defined for each output alphabet size that is at least as large as the original output
alphabet size ofW . On a separate note, given a channelW ∈ Rq×rsto , it is straightforward
to verify that LW = LWP and DW = DWP for every permutation matrix P ∈ Rr×r.
(Indeed, we have W �ln WP �ln W and W �deg WP �deg W for every permutation
matrix P ∈ Rr×r.) Therefore, a channel W and any output alphabet permutation of it
are equivalent from the perspective of less noisy domination and degradation.

� 3.5.1 Less Noisy Domination and Degradation Regions for Additive Noise
Channels

Often in information theory, we are concerned with additive noise channels on an
Abelian group (X ,⊕) with X = [q] and q ∈ N, as defined in (3.16). Such channels
are completely defined by a noise pmf PZ ∈ Pq with corresponding channel transition
probability matrix circX (PZ) ∈ Rq×qsto . Suppose W = circX (w) ∈ Rq×qsto is an additive
noise channel with noise pmf w ∈ Pq. Then, we are often only interested in the set
of additive noise channels that are dominated by W . We define the additive less noisy
domination region of W :

Ladd
W , {v ∈ Pq : W �ln circX (v)} (3.39)

90



Sec. 3.5. Less Noisy Domination and Degradation Regions

as the set of all noise pmfs whose corresponding channel transition matrices are domi-
nated by W in the less noisy sense. Likewise, we define the additive degradation region
of W :

Dadd
W , {v ∈ Pq : W �deg circX (v)} (3.40)

as the set of all noise pmfs whose corresponding channel transition matrices are degraded
versions of W . (These definitions generalize (3.31) and (3.32), and can also hold for any
non-additive noise channel W .) The next proposition illustrates certain properties of
Ladd
W and explicitly characterizes Dadd

W .

Proposition 3.6 (Additive Less Noisy Domination and Degradation Regions).
Given the additive noise channelW = circX (w) ∈ Rq×qsto with noise pmf w ∈ Pq, we have:

1. Ladd
W and Dadd

W are non-empty, closed, convex, and invariant under the permu-
tations {Px ∈ Rq×q : x ∈ X} defined in (3.9) (i.e. v ∈ Ladd

W ⇒ vPx ∈ Ladd
W and

v ∈ Dadd
W ⇒ vPx ∈ Dadd

W for every x ∈ X ).

2. Dadd
W = conv({wPx : x ∈ X}) = {v ∈ Pq : w �X v}, where �X denotes the group

majorization preorder as defined in appendix B.1.

To prove Proposition 3.6, we will need the following lemma.

Lemma 3.1 (Additive Noise Channel Degradation). Given two additive noise
channels W = circX (w) ∈ Rq×qsto and V = circX (v) ∈ Rq×qsto with noise pmfs w, v ∈ Pq,
W �deg V if and only if V = W circX (z) = circX (z)W for some z ∈ Pq (i.e. for additive
noise channels W �deg V , the channel that degrades W to produce V is also an additive
noise channel without loss of generality).

Proof. Since X -circulant matrices commute, we must have W circX (z) = circX (z)W
for every z ∈ Pq. Furthermore, V = W circX (z) for some z ∈ Pq implies that W �deg V
by Definition 3.1. So, it suffices to prove that W �deg V implies V = W circX (z) for
some z ∈ Pq. By Definition 3.1, W �deg V implies that V = WR for some doubly
stochastic channel R ∈ Rq×qsto (as V and W are doubly stochastic). Let r with rT ∈ Pq
be the first column of R, and s = Wr with sT ∈ Pq be the first column of V . Then, it
is straightforward to verify using (3.14) that:

V =
[
s P1s P2s · · · Pq−1s

]
=
[
Wr P1Wr P2Wr · · · Pq−1Wr

]
= W

[
r P1r P2r · · · Pq−1r

]
where the third equality holds because {Px : x ∈ X} are X -circulant matrices which
commute with W . Hence, V is the product of W and an X -circulant stochastic matrix,
i.e. V = W circX (z) for some z ∈ Pq. This concludes the proof. An alternative proof is
provided in appendix B.5. �

91



CHAPTER 3. EXTENSION USING COMPARISON OF CHANNELS

We emphasize that in Lemma 3.1, the channel that degradesW to produce V is only
an additive noise channel without loss of generality. We can certainly have V = WR with
a non-additive noise channel R. Consider for instance, V = W = 11T/q, where every
doubly stochastic matrix R satisfies V = WR. However, when we consider V = WR
with an additive noise channel R, V corresponds to the channel W with an additional
independent additive noise term associated with R. We now prove Proposition 3.6.

Proof of Proposition 3.6.
Part 1: Non-emptiness, closure, and convexity of Ladd

W and Dadd
W can be proved in

exactly the same way as in Proposition 3.5, with the additional observation that the
set of X -circulant matrices is closed and convex. Moreover, for every x ∈ X :

W �ln WPx = circX (wPx) �ln W

W �deg WPx = circX (wPx) �deg W

where the equalities follow from (3.14). These inequalities and the transitive properties
of �ln and �deg yield the invariance of Ladd

W and Dadd
W with respect to the permutations

{Px ∈ Rq×q : x ∈ X}.
Part 2: Lemma 3.1 is equivalent to the fact that v ∈ Dadd

W if and only if circX (v) =
circX (w) circX (z) for some z ∈ Pq. This implies that v ∈ Dadd

W if and only if v =
w circX (z) for some z ∈ Pq (due to (3.14) and the fact that X -circulant matrices com-
mute). Applying Proposition B.2 from appendix B.1 completes the proof. �

We remark that part 1 of Proposition 3.6 does not require W to be an addi-
tive noise channel. The proofs of closure, convexity, and invariance with respect to
{Px ∈ Rq×q : x ∈ X} hold for general W ∈ Rq×qsto . Moreover, Ladd

W and Dadd
W are non-

empty because u ∈ Ladd
W and u ∈ Dadd

W .

� 3.5.2 Less Noisy Domination and Degradation Regions for Symmetric
Channels

Since q-ary symmetric channels for q ∈ N are additive noise channels, Proposition
3.6 holds for symmetric channels. In this subsection, we deduce some simple results
that are unique to symmetric channels. The first of these is a specialization of part 2
of Proposition 3.6 which states that the additive degradation region of a symmetric
channel can be characterized by traditional majorization instead of group majorization.

Corollary 3.1 (Degradation Region of Symmetric Channel). The q-ary sym-
metric channel Wδ = circX (wδ) ∈ Rq×qsto for δ ∈ [0, 1] has additive degradation region:

Dadd
Wδ

= {v ∈ Pq : wδ �maj v} = conv
({
wδP

k
q : k ∈ [q]

})
where �maj denotes the majorization preorder defined in appendix B.1, and Pq ∈ Rq×q
is defined in (3.15).
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Proof. From part 2 of Proposition 3.6, we have that:

Dadd
Wδ

= conv({wδPx : x ∈ X}) = conv
({
wδP

k
q : k ∈ [q]

})
= conv

({
wδP : P ∈ Rq×q is a permutation matrix

})
= {v ∈ Pq : w �maj v}

where the second and third equalities hold regardless of the choice of group (X ,⊕),
because the sets of all cyclic or regular permutations of wδ (see (3.18)) equal {wδPx :
x ∈ X}. The final equality follows from the definition of majorization in appendix B.1.
This completes the proof. �

With this geometric characterization of the additive degradation region, it is easy
to find the extremal symmetric channel Wτ that is a degraded version of Wδ for some
fixed δ ∈ [0, 1]\

{ q−1
q

}
. Indeed, we compute τ by using the fact that the noise pmf

wτ ∈ conv({wδP kq : k ∈ {1, . . . , q − 1}}):

wτ =
q−1∑
i=1

λiwδP
i
q (3.41)

for some λ1, . . . , λq−1 ∈ [0, 1] such that λ1 + · · · + λq−1 = 1. Solving (3.41) for τ and
λ1, . . . , λq−1 yields:

τ = 1− δ

q − 1 (3.42)

and λ1 = · · · = λq−1 = 1
q−1 , which means that:

wτ = 1
q − 1

q−1∑
i=1

wδP
i
q . (3.43)

This is illustrated in Figure 3.2 for the case where δ ∈
(
0, q−1

q

)
and τ > q−1

q > δ. For δ ∈(
0, q−1

q

)
, the symmetric channels that are degraded versions of Wδ are {Wγ : γ ∈ [δ, τ ]}.

In particular, for such γ ∈ [δ, τ ], Wγ = WδWβ with β = (γ − δ)/
(
1− δ− δ

q−1
)
using the

proof of part 5 of Proposition 3.4 in appendix B.3.
In the spirit of comparing symmetric and erasure channels as done in [97] for the

binary input case, our next result shows that a q-ary symmetric channel can never be
less noisy than a q-ary erasure channel.

Proposition 3.7 (Symmetric Channel 6�ln Erasure Channel). For q ∈ N\{1},
given a q-ary erasure channel Eε ∈ Rq×(q+1)

sto with erasure probability ε ∈ (0, 1), there
does not exist δ ∈ (0, 1) such that the corresponding q-ary symmetric channelWδ ∈ Rq×qsto
on the same input alphabet satisfies Wδ �ln Eε.
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Proof. For a q-ary erasure channel Eε with ε ∈ (0, 1), we always have D(uEε||∆0Eε) =
+∞ for u,∆0 = (1, 0, . . . , 0) ∈ Pq. On the other hand, for any q-ary symmetric channel
Wδ with δ ∈ (0, 1), we have D(PXWδ||QXWδ) < +∞ for every PX , QX ∈ Pq. Thus,
Wδ 6�ln Eε for any δ ∈ (0, 1). �

In fact, the argument for Proposition 3.7 conveys that a symmetric channel Wδ ∈
Rq×qsto with δ ∈ (0, 1) satisfies Wδ �ln V for some channel V ∈ Rq×rsto only if the KL
divergence D(PXV ||QXV ) < +∞ for every PX , QX ∈ Pq. Typically, we are only inter-
ested in studying q-ary symmetric channels with q ≥ 2 and δ ∈

(
0, q−1

q

)
. For example,

the BSC with crossover probability δ is usually studied for δ ∈
(
0, 1

2
)
. Indeed, the less

noisy domination characteristics of the extremal q-ary symmetric channels with δ = 0
or δ = q−1

q are quite elementary. Given q ≥ 2, W0 = Iq ∈ Rq×qsto satisfies W0 �ln V ,
and W(q−1)/q = 1u ∈ Rq×qsto satisfies V �ln W(q−1)/q, for every channel V ∈ Rq×rsto on a
common input alphabet. For the sake of completeness, we also note that for q ≥ 2, the
extremal q-ary erasure channels E0 ∈ Rq×(q+1)

sto and E1 ∈ Rq×(q+1)
sto , with ε = 0 and ε = 1

respectively, satisfy E0 �ln V and V �ln E1 for every channel V ∈ Rq×rsto on a common
input alphabet.

The result that the q-ary symmetric channel with uniform noise pmf W(q−1)/q is
more noisy than every channel on the same input alphabet has an analogue concerning
AWGN channels. Consider all additive noise channels of the form:

Y = X + Z (3.44)

where X,Y ∈ R, the input X is uncorrelated with the additive noise Z: E[XZ] = 0,
and the noise Z has power constraint E

[
Z2] ≤ σ2

Z for some fixed σZ > 0. Let X =
Xg ∼ N (0, σ2

X) for some σX > 0. Then, we have:

I(Xg;Xg + Z) ≥ I(Xg;Xg + Zg) (3.45)

where Zg ∼ N (0, σ2
Z), Zg is independent of Xg, and equality occurs if and only if

Z = Zg in distribution [230, Section 4.7]. This states that Gaussian noise is the “worst
case additive noise” for a Gaussian source. Hence, the AWGN channel is not more
capable than any other additive noise channel with the same constraints. As a result,
the AWGN channel is not less noisy than any other additive noise channel with the
same constraints (using Proposition 3.3).

� 3.6 Equivalent Characterizations of Less Noisy Preorder

Having studied the structure of less noisy domination and degradation regions of chan-
nels, we now consider the problem of verifying whether a channel W is less noisy than
another channel V . Since using Definition 3.2 or Proposition 3.1 directly is difficult,
we often start by checking whether V is a degraded version of W . When this fails, we
typically resort to verifying van Dijk’s condition in Proposition 3.2, cf. [282, Theorem
2]. In this section, we prove the equivalent characterizations of the less noisy preorder in
Theorems 3.1 and 3.3, and then present some useful corollaries of van Dijk’s condition.
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� 3.6.1 Characterization using Operator Convex f-Divergences

It is well-known that sufficiently smooth f -divergences, such as KL divergence, can be
locally approximated by χ2-divergence, cf. (2.24) in chapter 2. While this approximation
sometimes fails globally, see e.g. [12], (2.55) and Proposition 2.6 convey that ηKL(W ) =
ηχ2(W ) = ηf (W ) for any channel W ∈ Rq×rsto and non-linear operator convex function
f : (0,∞)→ R with f(1) = 0. Since ηKL characterizes less noisy domination with respect
to erasure channels as mentioned in section 3.2 (see e.g. (3.22)), (2.55) and Proposition
2.6 portray that ηf for any non-linear operator convex f , and in particular, ηχ2 , also
characterize this domination. This begs the question: Do non-linear operator convex
f -divergences, and more specifically, χ2-divergence, characterize less noisy domination
by an arbitrary channel (rather than an erasure channel)? To answer this question,
Theorems 3.1 and 3.3 in subsection 3.3.1 characterize �ln using non-linear operator
convex f -divergences, and hence, also χ2-divergence (thereby generalizing the results in
(2.55) and Proposition 2.6).

We now use Lemma B.2 in appendix B.2 to prove the equivalent characterizations
of �ln using operator convexity in Theorem 3.1.

Proof of Theorem 3.1. Our proof is inspired by the proof technique of [46, The-
orem 1] (also see [234, Section III-C]). Fix any non-linear operator convex function
f : (0,∞) → R such that f(1) = 0, where the non-linearity ensures that the cor-
responding f -divergence is not identically zero (see the affine invariance property in
subsection 2.2.1). For any two channels W ∈ Rq×rsto and V ∈ Rq×ssto with the same input
alphabet, we first establish that:

∀PX , QX ∈ Pq, χ2(PXW ||QXW ) ≥ χ2(PXV ||QXV ) (3.46)

if and only if:

∀PX , QX ∈ Pq, Df (PXW ||QXW ) ≥ Df (PXV ||QXV ) . (3.47)

To prove the forward direction, we utilize Lemma B.2 and the equivalent form
of Vincze-Le Cam divergences in (2.12) in chapter 2 to obtain the following integral
representation of our f -divergence in terms of χ2-divergence, cf. [46, p.33]:

Df (PX ||QX) = b χ2(PX ||QX)+
∫

(0,1)

1 + λ2

(1− λ)2 χ
2(PX ||λPX + (1− λ)QX) dτ(λ) (3.48)

for all PX , QX ∈ PX , where b ≥ 0 is some constant and τ is a finite positive measure
on (0, 1). Since (3.46) holds, we also have:

∀PX , QX ∈ Pq, χ2(PXW ||(λPX + (1− λ)QX)W ) ≥ χ2(PXV ||(λPX + (1− λ)QX)V )
(3.49)

for every λ ∈ (0, 1). Therefore, using (3.46) and (3.49) along with the integral represen-
tation in (3.48) yields (3.47), as desired.
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To prove the converse direction, observe that Löwner’s integral representation in
(B.5) (see Lemma B.1 in appendix B.2) ensures that f is infinitely differentiable and
f ′′(1) > 0. Since (3.47) holds, we also have:

∀PX , QX ∈ Pq, Df (((1− λ)QX + λPX)W ||QXW ) ≥ Df (((1− λ)QX + λPX)V ||QXV )
(3.50)

for every λ ∈ (0, 1). Therefore, we can scale both sides of (3.50) by 2/(f ′′(1)λ2) > 0
and let λ→ 0+ so that the local approximation of f -divergences in (2.24) in chapter 2
yields (3.46) for all PX ∈ Pq and all QX ∈ P◦q . Although our version of (2.24) requires
the QX ∈ P◦q assumption, (3.46) also holds for all QX ∈ Pq\P◦q due to the continuity
of χ2-divergence in its second argument with fixed first argument.

Now notice that the equivalence between (3.46) and (3.47) illustrates that all channel
preorders that are defined using non-linear operator convex f -divergences via (3.47) (in
a manner analogous to the characterization of �ln in Proposition 3.1) are equivalent.
Indeed, they are all characterized by χ2-divergence, cf. (3.46). Since KL divergence is
a non-linear operator convex f -divergence (due to part 3 of Theorem B.1 in appendix
B.2), �ln is equivalent to the preorder defined by (3.46), and hence, to the preorder
defined by (3.47) for any non-linear operator convex f -divergence. This completes the
proof. �

We next derive Proposition 2.6 from chapter 2 to illustrate that it is a straightfor-
ward corollary of Theorem 3.1.

Proof of Proposition 2.6. Fix any non-linear operator convex function f : (0,∞)→
R such that f(1) = 0, and any channel PY |X with row stochastic transition probability
matrix W ∈ PY|X . Using Theorem 3.1, the |X |-ary erasure channel E1−β with erasure
probability 1 − β ∈ [0, 1] is less noisy than PY |X if and only if for every pair of input
pmfs PX , QX ∈ PX :

Df (PXW ||QXW ) ≤ Df (PXE1−β||QXE1−β) = β Df (PX ||QX)

where the equality is shown near the end of subsection 2.2.2 in chapter 2. This equiva-
lence yields the following generalization of (3.22):

ηf (PY |X) = min
{
β ∈ [0, 1] : E1−β �ln PY |X

}
. (3.51)

Therefore, the contraction coefficients ηf (PY |X) for all non-linear operator convex f
are equal, and in particular, they all equal ηχ2(PY |X) (since f(t) = t2 − 1 is operator
convex; see part 2 of Theorem B.1 in appendix B.2). �

Finally, we remark that an analogue of (3.22) and (3.51) for degradation by erasure
channels is derived in [103, Lemma 4]:

ηDoeblin(V ) ,
s∑
j=1

min
i∈{1,...,q}

[V ]i,j = max{β ∈ [0, 1] : Eβ �deg V } (3.52)
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for every channel V ∈ Rq×ssto , where ηDoeblin(V ) is known as Doeblin’s coefficient of er-
godicity, cf. [49, Definition 5.1]. Equation (3.52) demonstrates that the characterization
of degradation in (3.8) does not hold for channels with input alphabets of cardinality
greater than 2. Indeed, if degradation was characterized by (3.8) for arbitrary input al-
phabet sizes, then an argument similar to the proof of Proposition 2.6 would yield that
ηDoeblin(V ) = 1 − ηTV(V ) = max{β ∈ [0, 1] : Eβ �deg V } (using part 7 of Proposition
2.5 in chapter 2). However, it is well-known that ηDoeblin(V ) 6= 1− ηTV(V ) in general.

� 3.6.2 Characterization using χ2-Divergence

Recall the general measure theoretic setup pertinent to Theorem 3.3 from subsection
3.3.1. We now prove Theorem 3.3, which generalizes (2.55) from chapter 2 and illustrates
that χ2-divergence characterizes the less noisy preorder.

Proof of Theorem 3.3. In order to prove the forward direction, we recall the local
approximation of KL divergence using χ2-divergence from [230, Proposition 4.2], which
states that for any two probability measures PX and QX on (X ,F):

lim
λ→0+

2
λ2D(λPX + (1− λ)QX ||QX) = χ2(PX ||QX) (3.53)

where both sides of (3.53) are finite or infinite together (cf. (2.24) in chapter 2). Then,
we observe that for any two probability measures PX and QX , and any λ ∈ [0, 1], we
have:

D(λPXW + (1− λ)QXW ||QXW ) ≥ D(λPXV + (1− λ)QXV ||QXV )

since W �ln V . Scaling this inequality by 2
λ2 and letting λ→ 0+ produces:

χ2(PXW ||QXW ) ≥ χ2(PXV ||QXV )

as shown in (3.53). This proves the forward direction.
To establish the converse direction, we recall an integral representation of KL di-

vergence using χ2-divergence presented in [231, Appendix A.2] (which can be distilled
from the argument in [46, Theorem 1], cf. Lemma B.2 in appendix B.2):43

D(PX ||QX) =
∫ ∞

0

χ2(PX ||QtX)
t+ 1 dt (3.54)

for any two probability measures PX and QX on (X ,F), where QtX = t
1+tPX + 1

t+1QX
for t ∈ [0,∞), and both sides of (3.54) are finite or infinite together (as a close inspection
of the proof in [231, Appendix A.2] reveals). Hence, for every PX and QX , we have by
assumption:

χ2(PXW ||QtXW ) ≥ χ2(PXV ||QtXV )
43Note that [231, Equation (78)] is missing a factor of 1

t+1 inside the integral.
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which implies via (3.54) that:∫ ∞
0

χ2(PXW ||QtXW )
t+ 1 dt ≥

∫ ∞
0

χ2(PXV ||QtXV )
t+ 1 dt

⇒ D(PXW ||QXW ) ≥ D(PXV ||QXV ) .

Hence, W �ln V , which completes the proof. �

� 3.6.3 Characterizations via the Löwner Partial Order and Spectral Radius

We will use the finite alphabet setup of subsection 3.1.1 for the remaining discussion in
this chapter. In the finite alphabet setting, Theorem 3.3 states that W ∈ Rq×rsto is less
noisy than V ∈ Rq×ssto if and only if (3.46) holds. This characterization has the flavor
of a Löwner partial order condition. Indeed, it is straightforward to verify that for any
PX ∈ Pq and QX ∈ P◦q , we can write their χ2-divergence as:

χ2(PX ||QX) = JXdiag(QX)−1 JTX (3.55)

where JX = PX −QX . Hence, we can express the inequality in (3.46) as:

JXWdiag(QXW )−1W TJTX ≥ JXV diag(QXV )−1 V TJTX (3.56)

for every JX = PX − QX such that PX ∈ Pq and QX ∈ P◦q . This suggests that (3.46)
is equivalent to:

Wdiag(QXW )−1W T �PSD V diag(QXV )−1 V T (3.57)

for every QX ∈ P◦q . It turns out that (3.57) indeed characterizes �ln, and this is straight-
forward to prove directly. The next proposition illustrates that (3.57) also follows as a
corollary of van Dijk’s characterization in Proposition 3.2, and presents an equivalent
spectral characterization of �ln.

Proposition 3.8 (Löwner and Spectral Characterizations of �ln). For any pair
of channels W ∈ Rq×rsto and V ∈ Rq×ssto on the same input alphabet [q], the following are
equivalent:

1. W �ln V .

2. For every PX ∈ P◦q , we have:

Wdiag(PXW )−1W T �PSD V diag(PXV )−1 V T .

3. For every PX ∈ P◦q , we have R
(
V diag(PXV )−1 V T

)
⊆ R

(
Wdiag(PXW )−1W T

)
and:

ρ

((
Wdiag(PXW )−1W T

)†
V diag(PXV )−1 V T

)
= 1 .
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Proof.
Equivalence between Parts 1 and 2: Recall the functional F : Pq → R, F (PX) =

I(PX ,WY |X)− I(PX , VY |X) defined in Proposition 3.2, cf. [282, Theorem 2]. Since F :
Pq → R is continuous on its domain Pq, and twice differentiable on P◦q , F is concave if
and only if its Hessian is negative semidefinite for every PX ∈ P◦q (i.e. −∇2F (PX) �PSD
0 for every PX ∈ P◦q ) [34, Section 3.1.4]. The Hessian matrix of F , ∇2F : P◦q → Rq×qsym ,
is defined entry-wise for every x, x′ ∈ [q] as:

[
∇2F (PX)

]
x+1,x′+1

= ∂2F

∂PX(x)∂PX(x′) (PX) .

Furthermore, a straightforward calculation shows that:

∇2F (PX) = V diag(PXV )−1 V T −Wdiag(PXW )−1W T

for every PX ∈ P◦q . (Note that the matrix inverses here are well-defined because PX ∈
P◦q ). Therefore, F is concave if and only if for every PX ∈ P◦q :

Wdiag(PXW )−1W T �PSD V diag(PXV )−1 V T .

This establishes the equivalence between parts 1 and 2 due to van Dijk’s characterization
of �ln in Proposition 3.2.

Equivalence between Parts 2 and 3:We now derive the spectral characterization
of �ln using part 2. To this end, we recall a well-known fact from [265, Theorem 1 parts
(a),(f)] that provides a direct connection between the Löwner partial order and spectral
radius (also see [129, Theorem 7.7.3(a)]).

Lemma 3.2 (Löwner Domination and Spectral Radius [265]). Given positive
semidefinite matrices A,B ∈ Rq×q�0 , A �PSD B if and only if R(B) ⊆ R(A) and
ρ(A†B) ≤ 1.

We provide a proof of Lemma 3.2 in appendix B.6 for completeness. Note that when
A is invertible, ρ(A−1B) in Lemma 3.2 is the largest generalized eigenvalue of the matrix
pencil (B,A).

SinceWdiag(PXW )−1W T and V diag(PXV )−1 V T are positive semidefinite for every
PX ∈ P◦q , applying Lemma 3.2 shows that part 2 holds if and only if for every PX ∈ P◦q ,
we have R

(
V diag(PXV )−1 V T

)
⊆ R

(
Wdiag(PXW )−1W T

)
and:

ρ

((
Wdiag(PXW )−1W T

)†
V diag(PXV )−1 V T

)
≤ 1 .

To prove that this inequality is an equality, for any PX ∈ P◦q , define:

A = Wdiag(PXW )−1W T ,

B = V diag(PXV )−1 V T .
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It suffices to prove that: R(B) ⊆ R(A) and ρ(A†B) ≤ 1 if and only if R(B) ⊆ R(A)
and ρ(A†B) = 1. The converse direction is trivial, so we only establish the forward
direction. Observe that PXA = 1T and PXB = 1T . This implies that:

1TA†B = PX
(
AA†

)
B = PXB = 1T

where (AA†)B = B because R(B) ⊆ R(A) and AA† is the orthogonal projection matrix
onto R(A). Since ρ(A†B) ≤ 1 and A†B has an eigenvalue of 1, we have ρ(A†B) = 1.
Thus, we have proved that part 2 holds if and only if for every PX ∈ P◦q , we have
R
(
V diag(PXV )−1 V T

)
⊆ R

(
Wdiag(PXW )−1W T

)
and:

ρ

((
Wdiag(PXW )−1W T

)†
V diag(PXV )−1 V T

)
= 1 .

This completes the proof. �

The Löwner characterization of �ln in part 2 of Proposition 3.8, which is essentially
a version of the χ2-divergence characterization in Theorem 3.3 (as explained earlier),
will be useful for proving some of our ensuing results. We remark that the equivalence
between parts 1 and 2 can be derived by considering several other functionals. For
instance, for any fixed pmf QX ∈ P◦q , we may consider the functional F2 : Pq → R
defined by:

F2(PX) = D(PXW ||QXW )−D(PXV ||QXV ) (3.58)

which has Hessian matrix, ∇2F2 : P◦q → Rq×qsym , ∇2F2(PX) = Wdiag(PXW )−1W T −
V diag(PXV )−1 V T , that does not depend on QX . Much like van Dijk’s functional F ,
F2 is convex (for all QX ∈ P◦q ) if and only if W �ln V . This is reminiscent of Ahlswede
and Gács’ technique to prove (2.55) (see chapter 2), where the convexity of a similar
functional is established [5].

As another example, for any fixed pmfQX ∈ P◦q , consider the functional F3 : Pq → R
defined by:

F3(PX) = χ2(PXW ||QXW )− χ2(PXV ||QXV ) (3.59)

which has Hessian matrix, ∇2F3 : P◦q → Rq×qsym , ∇2F3(PX) = 2Wdiag(QXW )−1W T −
2V diag(QXV )−1 V T , that does not depend on PX . Much like F and F2, F3 is convex
for all QX ∈ P◦q if and only if W �ln V .

Finally, we also mention some specializations of the spectral radius condition in part
3 of Proposition 3.8. If q ≥ r and W has full column rank, the expression for spectral
radius in the proposition statement can be simplified to:

ρ
(
(W †)Tdiag(PXW )W †V diag(PXV )−1 V T

)
= 1 (3.60)

using basic properties of the Moore-Penrose pseudoinverse. Moreover, if q = r and
W is non-singular, then the Moore-Penrose pseudoinverses in (3.60) can be written as
inverses, and the inclusion relation between the ranges in part 3 of Proposition 3.8 is
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trivially satisfied (and can be omitted from the proposition statement). We have used
the spectral radius condition in this latter setting to (numerically) compute the additive
less noisy domination region in Figure 3.2.

� 3.7 Conditions for Less Noisy Domination over Additive Noise Channels

We now turn our attention to deriving several conditions for determining when q-ary
symmetric channels are less noisy than other channels. Our interest in q-ary symmetric
channels arises from their analytical tractability; Proposition 3.4 from subsection 3.1.2,
Proposition 3.12 from section 3.9, and [95, Theorem 4.5.2] (which conveys that q-ary
symmetric channels have uniform capacity achieving input distributions) serve as illus-
trations of this tractability. We focus on additive noise channels in this section, and on
general channels in the next section.

� 3.7.1 Necessary Conditions

We first present some straightforward necessary conditions for when an additive noise
channelW ∈ Rq×qsto with q ∈ N is less noisy than another additive noise channel V ∈ Rq×qsto
on an Abelian group (X ,⊕). These conditions can obviously be specialized for less noisy
domination by symmetric channels.

Proposition 3.9 (Necessary Conditions for �ln Domination over Additive
Noise Channels). Suppose W = circX (w) and V = circX (v) are additive noise chan-
nels with noise pmfs w, v ∈ Pq such that W �ln V . Then, the following are true:

1. (Circle Condition) ‖w − u‖2 ≥ ‖v − u‖2.

2. (Contraction Condition) ηf (W ) ≥ ηf (V ) for all non-linear operator convex func-
tions f : (0,∞)→ R such that f(1) = 0.

3. (Entropy Condition) H(v) ≥ H(w), where H : Pq → R is the Shannon entropy
function.

Proof.
Part 1: Letting PX = ∆0 = (1, 0, . . . , 0) and QX = u in the χ2-divergence charac-

terization of �ln in Theorem 3.3 produces:

q ‖w − u‖22 = χ2(w||u) ≥ χ2(v||u) = q ‖v − u‖22
since uW = uV = u, and ∆0W = w and ∆0V = v using (3.14). Hence, we have
‖w − u‖2 ≥ ‖v − u‖2. An alternative proof of this result using Fourier analysis is given
in appendix B.7.

Part 2: This easily follows from Theorem 3.1 and Definition 2.5 (in chapter 2).
Part 3: Letting PX = ∆0 = (1, 0, . . . , 0) and QX = u in the KL divergence charac-

terization of �ln in Proposition 3.1 produces:

log(q)−H(w) = D(w||u) ≥ D(v||u) = log(q)−H(v)
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via the same reasoning as part 1. This completes the proof. �

We remark that the aforementioned necessary conditions have many generaliza-
tions. Firstly, if W,V ∈ Rq×qsto are doubly stochastic matrices, then the generalized circle
condition holds: ∥∥∥∥W −W q−1

q

∥∥∥∥
Fro
≥
∥∥∥∥V −W q−1

q

∥∥∥∥
Fro

(3.61)

where W(q−1)/q = 1u is the q-ary symmetric channel whose conditional pmfs are all
uniform. Indeed, letting PX = ∆x for x ∈ [q] in the proof of part 1 and then adding the
inequalities corresponding to every x ∈ [q] produces (3.61). Secondly, the contraction
condition in Proposition 3.9 actually holds for any pair of general channels W ∈ Rq×rsto
and V ∈ Rq×ssto on a common input alphabet (not necessarily additive noise channels).
Moreover, we can start with Theorem 3.1 and use Definition 2.2 (from chapter 2) to
get another variant of the contraction condition for general channels:

ηf (PX ,W ) ≥ ηf (PX , V ) (3.62)

for all PX ∈ Pq, and all non-linear operator convex f -divergences. (In particular, the
χ2-divergence case of this inequality yields a maximal correlation condition via (2.37).)

� 3.7.2 Sufficient Conditions

We next portray a sufficient condition for when an additive noise channel V ∈ Rq×qsto is
a degraded version of a symmetric channel Wδ ∈ Rq×qsto . By Proposition 3.3, this is also
a sufficient condition for Wδ �ln V .

Proposition 3.10 (Degradation by Symmetric Channels). Given an additive
noise channel V = circX (v) with noise pmf v ∈ Pq and minimum probability entry
τ = min{[V ]i,j : i, j ∈ {1, . . . , q}}, we have:

0 ≤ δ ≤ (q − 1) τ ⇒ Wδ �deg V

where Wδ ∈ Rq×qsto is a q-ary symmetric channel.

Proof. Using Corollary 3.1, it suffices to prove that the noise pmf w(q−1)τ �maj v.
Since 0 ≤ τ ≤ 1/q, we must have 0 ≤ (q − 1)τ ≤ (q − 1)/q. So, all entries of w(q−1)τ ,
except (possibly) the first, are equal to its minimum entry of τ . As v ≥ τ (entry-wise),
w(q−1)τ �maj v because the conditions of part 3 in Proposition B.1 in appendix B.1 are
satisfied. �

It is compelling to find a sufficient condition for Wδ �ln V that does not simply
ensureWδ �deg V (such as Proposition 3.10 and Theorem 3.4). The ensuing proposition
elucidates such a sufficient condition for additive noise channels. The general strategy
for finding such a condition for additive noise channels is to identify a noise pmf that
belongs to Ladd

Wδ
\Dadd

Wδ
. One can then use Proposition 3.6 to explicitly construct a set of

noise pmfs that is a subset of Ladd
Wδ

but strictly includes Dadd
Wδ

. The proof of Proposition
3.11 finds such a noise pmf (that corresponds to a q-ary symmetric channel).
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Proposition 3.11 (Less Noisy Domination by Symmetric Channels). Given an
additive noise channel V = circX (v) with noise pmf v ∈ Pq and q ≥ 2, if for δ ∈

[
0, q−1

q

]
we have:

v ∈ conv
({
wδP

k
q : k ∈ [q]

}
∪
{
wγP

k
q : k ∈ [q]

})
then Wδ �ln V , where Pq ∈ Rq×q is defined in (3.15), and:

γ = 1− δ
1− δ + δ

(q−1)2
∈
[
1− δ

q − 1 , 1
]
.

Proof. Due to Proposition 3.6 and {wγPx : x ∈ X} = {wγP kq : k ∈ [q]}, it suffices to
prove that Wδ �ln Wγ . Since δ = 0 ⇒ γ = 1 and δ = q−1

q ⇒ γ = q−1
q , Wδ �ln Wγ is

certainly true for δ ∈
{
0, q−1

q

}
. So, we assume that δ ∈

(
0, q−1

q

)
, which implies that:

γ = 1− δ
1− δ + δ

(q−1)2
∈
(
q − 1
q

, 1
)
.

Since our goal is to show Wδ �ln Wγ , we prove the equivalent condition in part 2 of
Proposition 3.8 that for every PX ∈ P◦q :

Wδ diag(PXWδ)−1W T
δ �PSD Wγ diag(PXWγ)−1W T

γ

⇔ W−1
γ diag(PXWγ)W−1

γ �PSD W−1
δ diag(PXWδ)W−1

δ

⇔ diag(PXWγ) �PSD WγW
−1
δ diag(PXWδ)W−1

δ Wγ

⇔ Iq �PSD diag(PXWγ)−
1
2 Wτdiag(PXWδ)Wτdiag(PXWγ)−

1
2

⇔ 1 ≥
∥∥∥diag(PXWγ)−

1
2 Wτdiag(PXWδ)Wτdiag(PXWγ)−

1
2
∥∥∥

op

⇔ 1 ≥
∥∥∥diag(PXWγ)−

1
2 Wτdiag(PXWδ)

1
2
∥∥∥

op

where the second equivalence holds because Wδ and Wγ are symmetric and invertible
(see part 4 of Proposition 3.4 and [129, Corollary 7.7.4]), and the third and fourth
equivalences are non-singular ∗-congruences with Wτ = W−1

δ Wγ = WγW
−1
δ and:

τ = γ − δ
1− δ − δ

q−1
> 0

which can be computed as in the proof of Proposition B.4 in appendix B.9.44
It is instructive to note that if Wτ ∈ Rq×qsto , then the adjoint of the DTM (see (2.38)

in chapter 2), diag(PXWγ)−
1
2 Wτdiag(PXWδ)

1
2 , has right singular vector

√
PXWδ

T and
44Note that we cannot use the strict Löwner partial order �PSD (recall that for A,B ∈ Rq×qsym , A �PSD

B if and only if A − B is positive definite) for these equivalences as 1TW−1
γ diag(PXWγ)W−1

γ 1 =
1TW−1

δ diag(PXWδ)W−1
δ 1.
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left singular vector
√
PXWγ

T corresponding to its maximum singular value of unity (see
the proof of Proposition 2.2 in appendix A.1). So, Wτ ∈ Rq×qsto is a sufficient condition
for Wδ �ln Wγ . Since Wτ ∈ Rq×qsto if and only if 0 ≤ τ ≤ 1 if and only if δ ≤ γ ≤ 1− δ

q−1 ,
the latter condition also implies that Wδ �ln Wγ . However, we recall from (3.42) in
subsection 3.5.2 that Wδ �deg Wγ for δ ≤ γ ≤ 1 − δ

q−1 , while we seek some 1 − δ
q−1 <

γ ≤ 1 for which Wδ �ln Wγ . When q = 2, we only have:

γ = 1− δ
1− δ + δ

(q−1)2
= 1− δ

q − 1 = 1− δ

which implies that Wδ �deg Wγ is true for q = 2. On the other hand, when q ≥ 3, it is
straightforward to verify that:

γ = 1− δ
1− δ + δ

(q−1)2
∈
(

1− δ

q − 1 , 1
)

since δ ∈
(
0, q−1

q

)
.

From the preceding discussion, it suffices to prove for q ≥ 3 that for every PX ∈ P◦q :∥∥∥diag(PXWγ)−
1
2 Wτdiag(PXWδ)Wτdiag(PXWγ)−

1
2
∥∥∥

op
≤ 1 .

Since τ > 0, and 0 ≤ τ ≤ 1 does not produce γ > 1 − δ
q−1 , we require that τ > 1

(⇔ γ > 1 − δ
q−1) so that Wτ has strictly negative entries along the diagonal. Notice

that:
∀x ∈ [q], diag(∆xWγ) �PSD WγW

−1
δ diag(∆xWδ)W−1

δ Wγ

implies that:

∀PX ∈ P◦q , diag(PXWγ) �PSD WγW
−1
δ diag(PXWδ)W−1

δ Wγ

because convex combinations preserve the Löwner relation. So, it suffices to prove that
for every x ∈ [q]:∥∥∥∥diag

(
wγP

x
q

)− 1
2 Wτdiag

(
wδP

x
q

)
Wτdiag

(
wγP

x
q

)− 1
2
∥∥∥∥

op
≤ 1

where Pq ∈ Rq×q is defined in (3.15), because ∆xM extracts the (x + 1)th row of a
matrix M ∈ Rq×q. Let us define:

Ax , diag
(
wγP

x
q

)− 1
2 Wτdiag

(
wδP

x
q

)
Wτdiag

(
wγP

x
q

)− 1
2

for each x ∈ [q]. Observe that for every x ∈ [q], Ax ∈ Rq×q�0 is orthogonally diagonalizable
by the real spectral theorem [17, Theorem 7.13], and has a strictly positive eigenvector√
wγP xq corresponding to the eigenvalue of unity:

∀x ∈ [q],
√
wγP xq Ax =

√
wγP xq
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so that all other eigenvectors of Ax have some strictly negative entries since they are or-
thogonal to

√
wγP xq . Suppose Ax is entry-wise non-negative for every x ∈ [q]. Then, the

largest eigenvalue (known as the Perron-Frobenius eigenvalue) and the spectral radius
of each Ax is unity by the Perron-Frobenius theorem [129, Theorem 8.3.4], which proves
that ‖Ax‖op ≤ 1 for every x ∈ [q]. Therefore, it is sufficient to prove that Ax is entry-
wise non-negative for every x ∈ [q]. Equivalently, we can prove that Wτdiag(wδP xq )Wτ

is entry-wise non-negative for every x ∈ [q], since diag(wγP xq )−1/2 scales the rows or
columns of the matrix it is pre- or post-multiplied with using strictly positive scalars.

We now show the equivalent condition below that the minimum possible entry of
Wτdiag(wδP xq )Wτ is non-negative:

0 ≤ min
x∈[q]

i,j∈{1,...,q}

q∑
r=1

[Wτ ]i,r [Wδ]x+1,r [Wτ ]r,j︸ ︷︷ ︸
= [Wτdiag(wδPxq )Wτ ]i,j

= τ(1− δ)(1− τ)
q − 1 + δτ(1− τ)

(q − 1)2 + (q − 2) δτ2

(q − 1)3 . (3.63)

The above equality holds because for i 6= j:

δ

q − 1

q∑
r=1

[Wτ ]i,r [Wτ ]r,i︸ ︷︷ ︸
= [Wτ ]2i,r ≥ 0

≥ δ

q − 1

q∑
r=1

[Wτ ]i,r [Wτ ]r,j

is clearly true (using, for example, the rearrangement inequality in [121, Section 10.2]),
and adding

(
1 − δ − δ

q−1
)

[Wτ ]2i,k ≥ 0 (regardless of the value of 1 ≤ k ≤ q) to the left
summation increases its value, while adding

(
1 − δ − δ

q−1
)

[Wτ ]i,p [Wτ ]p,j < 0 (which
exists for an appropriate value 1 ≤ p ≤ q as τ > 1) to the right summation decreases
its value. As a result, the minimum possible entry of Wτdiag(wδP xq )Wτ can be achieved
with x+ 1 = i 6= j or i 6= j = x+ 1. We next substitute τ = (γ − δ)/

(
1− δ − δ

q−1
)
into

(3.63) and simplify the resulting expression to get:

0 ≤ (γ − δ)
((

1− δ

q − 1 − γ
)(

1− δ + δ

q − 1

)
+ (q − 2) δ (γ − δ)

(q − 1)2

)
.

The right hand side of this inequality is quadratic in γ with roots γ = δ and γ =
1−δ

1−δ+(δ/(q−1)2) . Since the coefficient of γ2 in this quadratic is strictly negative:

(q − 2) δ
(q − 1)2 −

(
1− δ + δ

q − 1

)
︸ ︷︷ ︸

coefficient of γ2

< 0 ⇔ 1− δ + δ

(q − 1)2 > 0

the minimum possible entry of Wτdiag(wδP xq )Wτ is non-negative if and only if:

δ ≤ γ ≤ 1− δ
1− δ + δ

(q−1)2

105



CHAPTER 3. EXTENSION USING COMPARISON OF CHANNELS

where we use the fact that 1−δ
1−δ+(δ/(q−1)2) ≥ 1− δ

q−1 ≥ δ. Therefore, γ = 1−δ
1−δ+(δ/(q−1)2)

produces Wδ �ln Wγ , which completes the proof. �

Heretofore we have derived results concerning less noisy domination and degradation
regions in section 3.5, and proven several necessary and sufficient conditions for less
noisy domination of additive noise channels by symmetric channels in this section. We
finally have all the pieces in place to establish Theorem 3.5 from section 3.3. In closing
this section, we indicate the pertinent results that coalesce to justify it.

Proof of Theorem 3.5. The first equality follows from Corollary 3.1. The first set
inclusion is obvious, and its strictness follows from the proof of Proposition 3.11. The
second set inclusion follows from Proposition 3.11. The third set inclusion follows from
the circle condition (part 1) in Proposition 3.9. Lastly, the properties of Ladd

Wδ
are derived

in Proposition 3.6. �

� 3.8 Sufficient Conditions for Degradation over General Channels

While Propositions 3.10 and 3.11 present sufficient conditions for a symmetric channel
Wδ ∈ Rq×qsto to be less noisy than an additive noise channel, our more comprehensive
objective is to find the maximum δ ∈

[
0, q−1

q

]
such that Wδ �ln V for any given general

channel V ∈ Rq×rsto on a common input alphabet. We may formally define this maximum
δ (that characterizes the extremal symmetric channel that is less noisy than V ) as:

δ?(V ) , sup
{
δ ∈

[
0, q − 1

q

]
: Wδ �ln V

}
(3.64)

and for every 0 ≤ δ < δ?(V ), Wδ �ln V . Alternatively, we can define a non-negative
(less noisy) domination factor function for any channel V ∈ Rq×rsto :

µV (δ) , sup
PX ,QX∈Pq :

0<D(PXWδ||QXWδ)<+∞

D(PXV ||QXV )
D(PXWδ||QXWδ)

≥ 0 (3.65)

with δ ∈
[
0, q−1

q

)
, which is analogous to the contraction coefficient for KL divergence

since µV (0) , ηKL(V ). Indeed, we may perceive PXWδ and QXWδ in the denominator of
(3.65) as pmfs inside the “shrunk” simplex conv({wδP kq : k ∈ [q]}), and (3.65) represents
a contraction coefficient of V where the supremum is taken over this “shrunk” simplex.45
For simplicity, consider a channel V ∈ Rq×rsto that is strictly positive entry-wise, and has
domination factor function µV :

(
0, q−1

q

)
→ R, where the domain excludes zero because

µV is only interesting for δ ∈
(
0, q−1

q

)
, and this exclusion also affords us some analytical

simplicity. It is shown in Proposition B.4 in appendix B.9 that µV is always finite
45Pictorially, the “shrunk” simplex is the magenta triangle in Figure 3.2 while the simplex itself is

the larger gray triangle.
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on
(
0, q−1

q

)
, continuous, convex, strictly increasing, and has a vertical asymptote at

δ = q−1
q . Since for every PX , QX ∈ Pq:

µV (δ)D(PXWδ||QXWδ) ≥ D(PXV ||QXV ) (3.66)

we have µV (δ) ≤ 1 if and only ifWδ �ln V . Hence, using the strictly increasing property
of µV :

(
0, q−1

q

)
→ R, we can also characterize δ?(V ) as:

δ?(V ) = µ−1
V (1) (3.67)

where µ−1
V denotes the inverse function of µV , and unity is in the range of µV by

Theorem 3.4 since V is strictly positive entry-wise.
We next briefly delineate how one might computationally approximate δ?(V ) for a

given general channel V ∈ Rq×rsto . From part 2 of Proposition 3.8, it is straightforward
to obtain the following minimax characterization of δ?(V ):

δ?(V ) = inf
PX∈P◦q

sup
δ∈S(PX)

δ (3.68)

where S(PX) =
{
δ ∈

[
0, q−1

q

]
: Wδ diag(PXWδ)−1W T

δ �PSD V diag(PXV )−1 V T
}
. The

infimum in (3.68) can be naïvely approximated by sampling several PX ∈ P◦q . The supre-
mum in (3.68) can be estimated by verifying collections of rational (ratio of polynomials)
inequalities in δ. This is because the positive semidefiniteness of a matrix is equivalent
to the non-negativity of all its principal minors by Sylvester’s criterion [129, Theorem
7.2.5]. Unfortunately, this procedure appears to be rather cumbersome.

Since analytically computing δ?(V ) also seems intractable, we now prove Theorem
3.4 from section 3.3. Theorem 3.4 provides a sufficient condition for Wδ �deg V (which
implies Wδ �ln V using Proposition 3.3) by restricting its attention to the case where
V ∈ Rq×qsto with q ≥ 2. Moreover, it can be construed as a lower bound on δ?(V ):

δ?(V ) ≥ ν

1− (q − 1)ν + ν
q−1

(3.69)

where ν = min{[V ]i,j : i, j ∈ {1, . . . , q}} is the minimum conditional probability in V .

Proof of Theorem 3.4. Let the channel V ∈ Rq×qsto be consisted of the conditional
pmfs v1, . . . , vq ∈ Pq as its rows:

V =
[
vT1 vT2 · · · vTq

]T
.

From the proof of Proposition 3.10, we know that w(q−1)ν �maj vi for every i ∈
{1, . . . , q}. Using part 1 of Proposition B.1 in appendix B.1 (and the fact that the set
of all permutations of w(q−1)ν is exactly the set of all cyclic permutations of w(q−1)ν),
we can write this as:

∀i ∈ {1, . . . , q} , vi =
q∑
j=1

pi,j w(q−1)νP
j−1
q
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where the matrix Pq ∈ Rq×q is given in (3.15), and {pi,j ≥ 0 : i, j ∈ {1, . . . , q}} are the
convex weights such that

∑q
j=1 pi,j = 1 for every i ∈ {1, . . . , q}. Defining P ∈ Rq×qsto

entry-wise as [P ]i,j = pi,j for every 1 ≤ i, j ≤ q, we can also write this equation as
V = PW(q−1)ν .46 Observe that:

P =
∑

1≤j1,...,jq≤q

( q∏
i=1

pi,ji

)
Ej1,...,jq

where {
∏q
i=1 pi,ji : j1, . . . , jq ∈ {1, . . . , q}} form a product pmf of convex weights, and

for every 1 ≤ j1, . . . , jq ≤ q:

Ej1,...,jq ,
[
ej1 ej2 · · · ejq

]T
where ei ∈ Rq is the ith standard basis vector for each i ∈ {1, . . . , q}. Hence, we get:

V =
∑

1≤j1,...,jq≤q

( q∏
i=1

pi,ji

)
Ej1,...,jqW(q−1)ν .

Suppose there exists δ ∈
[
0, q−1

q

]
such that for all j1, . . . , jq ∈ {1, . . . , q}:

∃Mj1,...,jq ∈ Rq×qsto , Ej1,...,jqW(q−1)ν = WδMj1,...,jq

i.e. Wδ �deg Ej1,...,jqW(q−1)ν . Then, we would have:

V = Wδ

∑
1≤j1,...,jq≤q

( q∏
i=1

pi,ji

)
Mj1,...,jq︸ ︷︷ ︸

stochastic matrix

which implies that Wδ �deg V .
We will demonstrate that for every j1, . . . , jq ∈ {1, . . . , q}, there exists Mj1,...,jq ∈

Rq×qsto such that Ej1,...,jqW(q−1)ν = WδMj1,...,jq when 0 ≤ δ ≤ ν/
(
1 − (q − 1)ν + ν

q−1
)
.

Since 0 ≤ ν ≤ 1
q , the preceding inequality implies that 0 ≤ δ ≤ q−1

q , where δ = q−1
q

is possible if and only if ν = 1
q . When ν = 1

q , V = W(q−1)/q is the channel with all
uniform conditional pmfs, and W(q−1)/q �deg V clearly holds. Hence, we assume that
0 ≤ ν < 1

q so that 0 ≤ δ < q−1
q , and establish the equivalent condition that for every

j1, . . . , jq ∈ {1, . . . , q}:
Mj1,...,jq = W−1

δ Ej1,...,jqW(q−1)ν

46Matrices of the form V = PW(q−1)ν with P ∈ Rq×qsto are not necessarily degraded versions of
W(q−1)ν : W(q−1)ν 6�deg V (although we certainly have input-output degradation: W(q−1)ν �iod V ). As
a counterexample, consider W1/2 for q = 3, and P = [1 0 0; 1 0 0; 0 1 0], where the semicolons separate
the rows of the matrix. If W1/2 �deg PW1/2, then there exists A ∈ R3×3

sto such that PW1/2 = W1/2A.
However, A = W−1

1/2PW1/2 = (1/4) [3 0 1; 3 0 1; −1 4 1] has a strictly negative entry, which leads to a
contradiction.
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is a valid stochastic matrix. Recall that W−1
δ = Wτ with τ = −δ

1−δ−(δ/(q−1)) using part 4
of Proposition 3.4. Clearly, all the rows of each Mj1,...,jq sum to unity. So, it remains to
verify that each Mj1,...,jq has non-negative entries. For any j1, . . . , jq ∈ {1, . . . , q} and
any i, j ∈ {1, . . . , q}: [

Mj1,...,jq

]
i,j
≥ ν (1− τ) + τ (1− (q − 1) ν)

where the right hand side is the minimum possible entry of any Mj1,...,jq (with equality
when j1 > 1 and j2 = j3 = · · · = jq = 1 for example) as τ < 0 and 1 − (q − 1) ν > ν.
To ensure each Mj1,...,jq is entry-wise non-negative, the minimum possible entry must
satisfy:

ν (1− τ) + τ (1− (q − 1) ν) ≥ 0

⇔ ν + δν

1− δ − δ
q−1
− δ (1− (q − 1) ν)

1− δ − δ
q−1

≥ 0

and the latter inequality is equivalent to:

δ ≤ ν

1− (q − 1) ν + ν
q−1

.

This completes the proof. �

We remark that if V = E2,1,...,1W(q−1)ν ∈ Rq×qsto , then this proof illustrates that
Wδ �deg V if and only if 0 ≤ δ ≤ ν/

(
1 − (q − 1)ν + ν

q−1
)
. Hence, the condition

in Theorem 3.4 is tight when no further information about V is known. However, if
further information is available, then other sufficient conditions can be derived, cf. [215,
Proposition 8.1, Equations (8.1) and (8.2)]. It is worth juxtaposing Theorem 3.4 and
Proposition 3.10. The upper bounds on δ from these results satisfy:

ν

1− (q − 1)ν + ν
q−1︸ ︷︷ ︸

upper bound in Theorem 3.4

≤ (q − 1) ν︸ ︷︷ ︸
upper bound in
Proposition 3.10

(3.70)

where we have equality if and only if ν = 1/q, and it is straightforward to verify that
(3.70) is equivalent to ν ≤ 1/q. Moreover, assuming that q is large and ν = o(1/q), the
upper bound in Theorem 3.4 is ν/

(
1 + o(1) + o

(
1/q2)) = Θ(ν), while the upper bound

in Proposition 3.10 is Θ(qν). (Note that both bounds are Θ(1) if ν = 1/q.) Therefore,
when V ∈ Rq×qsto is an additive noise channel, δ = O(qν) is enough for Wδ �deg V ,
but a general channel V ∈ Rq×qsto requires δ = O(ν) for such degradation. So, in order
to account for q different conditional pmfs in the general case (as opposed to a single
conditional pmf which characterizes the channel in the additive noise case), we loose
a factor of q in the upper bound on δ. Furthermore, we can check using simulations
that Wδ ∈ Rq×qsto is not in general less noisy than V ∈ Rq×qsto for δ = (q − 1)ν. Indeed,
counterexamples can be easily obtained by letting V = Ej1,...,jqWδ for specific values
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of 1 ≤ j1, . . . , jq ≤ q, and computationally verifying that Wδ 6�ln V + J ∈ Rq×qsto for
appropriate choices of perturbation matrices J ∈ Rq×q with sufficiently small Frobenius
norm.

We have now proved Theorems 3.3, 3.4, and 3.5 from section 3.3. The next section
relates our results regarding less noisy and degradation preorders to LSIs, and proves
Theorem 3.6.

� 3.9 Less Noisy Domination and Logarithmic Sobolev Inequalities

Logarithmic Sobolev inequalities (LSIs) are a class of functional inequalities that shed
light on several important phenomena such as isoperimetry, concentration of measure,
and ergodicity and hypercontractivity of Markov semigroups. We refer readers to [168]
and [19] for a general treatment of such inequalities, and more pertinently to [69] and
[206], which present LSIs in the context of finite state space Markov chains. In this
section, we illustrate that proving a channel W ∈ Rq×qsto is less noisy than a channel V ∈
Rq×qsto allows us to translate an LSI for W to an LSI for V . Thus, important information
about V can be deduced (from its LSI) by proving W �ln V for an appropriate channel
W (such as a q-ary symmetric channel) that has a known LSI.

We commence by introducing some appropriate notation and terminology associated
with LSIs. For fixed input and output alphabet X = Y = [q] with q ∈ N, we think of
a channel W ∈ Rq×qsto as a Markov kernel on X . We assume that the time homogeneous
discrete-time Markov chain defined by W is irreducible, and has unique stationary
distribution (or invariant measure) π ∈ Pq such that πW = π. Furthermore, we define
the Hilbert space L2(X , π) of all real-valued functions with domain X endowed with
the inner product:

∀f, g ∈ L2(X , π) , 〈f, g〉π ,
∑
x∈X

π(x)f(x)g(x) (3.71)

and induced norm ‖·‖π. We construe W : L2(X , π)→ L2(X , π) as a conditional expec-
tation operator that takes a function f ∈ L2(X , π), which we can write as a column
vector f = [f(0) · · · f(q − 1)]T ∈ Rq, to another function Wf ∈ L2(X , π), which we can
also write as a column vector Wf ∈ Rq. Corresponding to the discrete-time Markov
chain W , we may also define a continuous-time Markov semigroup:

∀t ≥ 0, Ht , exp (−t (Iq −W )) ∈ Rq×qsto (3.72)

where the “discrete-time derivative” W − Iq is the Laplacian operator that forms the
generator of the Markov semigroup. The unique stationary distribution of this Markov
semigroup is also π, and we may interpret Ht : L2(X , π) → L2(X , π) as a conditional
expectation operator for each t ≥ 0 as well.

In order to present LSIs, we define the Dirichlet form EW : L2(X , π)×L2(X , π)→ R:

∀f, g ∈ L2(X , π) , EW (f, g) , 〈(Iq −W ) f, g〉π (3.73)
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which is used to study properties of the Markov chain W and its associated Markov
semigroup {Ht ∈ Rq×qsto : t ≥ 0}. (EW is technically only a Dirichlet form when W is
a reversible Markov chain, i.e. W is a self-adjoint operator, or equivalently, W and π
satisfy the detailed balance conditions [69, Section 2.3, p.705].) Moreover, the quadratic
form defined by EW represents the energy of its input function, and satisfies:

∀f ∈ L2(X , π) , EW (f, f) =
〈(

Iq −
W +W ∗

2

)
f, f

〉
π

(3.74)

where W ∗ : L2(X , π) → L2(X , π) is the adjoint operator of W . Finally, we introduce
a particularly important Dirichlet form corresponding to the channel W(q−1)/q = 1u,
which has all uniform conditional pmfs and uniform stationary distribution π = u,
known as the standard Dirichlet form:

Estd(f, g) , E1u(f, g) = COVu(f, g) =
∑
x∈X

f(x)g(x)
q

−
(∑
x∈X

f(x)
q

)(∑
x∈X

g(x)
q

)
(3.75)

for any f, g ∈ L2(X ,u). The quadratic form defined by the standard Dirichlet form is
presented in (3.34) in subsection 3.3.4.

We now present the LSIs associated with the Markov chain W and the Markov
semigroup {Ht ∈ Rq×qsto : t ≥ 0} it defines. The LSI for the Markov semigroup with
constant α ∈ R states that for every f ∈ L2(X , π) such that ‖f‖π = 1, we have:

D(f2π||π) =
∑
x∈X

π(x)f2(x) log
(
f2(x)

)
≤ 1
α
EW (f, f) (3.76)

where we construe µ = f2π ∈ Pq as a pmf such that µ(x) = f(x)2π(x) for every x ∈ X ,
and f2 behaves like the Radon-Nikodym derivative (or density) of µ with respect to π.
The largest constant α such that (3.76) holds:

α(W ) , inf
f∈L2(X ,π):
‖f‖π=1

D(f2π||π) 6=0

EW (f, f)
D(f2π||π) (3.77)

is called the logarithmic Sobolev constant (LSI constant) of the Markov chain W (or
the Markov chain (W +W ∗)/2). Likewise, the LSI for the discrete-time Markov chain
with constant α ∈ R states that for every f ∈ L2(X , π) such that ‖f‖π = 1, we have:

D(f2π||π) ≤ 1
α
EWW ∗(f, f) (3.78)

where EWW ∗ : L2(X , π) × L2(X , π) → R is the “discrete” Dirichlet form. The largest
constant α such that (3.78) holds is the LSI constant of the Markov chain WW ∗,
α(WW ∗), and we refer to it as the discrete logarithmic Sobolev constant of the Markov
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chain W . As we mentioned earlier, there are many useful consequences of such LSIs.
For example, if (3.76) holds with constant (3.77), then for every pmf µ ∈ Pq:

∀t ≥ 0, D(µHt||π) ≤ e−2α(W )tD(µ||π) (3.79)

where the exponent 2α(W ) can be improved to 4α(W ) if W is reversible [69, Theorem
3.6]. This is a measure of ergodicity of the semigroup {Ht ∈ Rq×qsto : t ≥ 0}. Likewise, if
(3.78) holds with constant α(WW ∗), then for every pmf µ ∈ Pq:

∀n ∈ N, D(µWn||π) ≤ (1− α(WW ∗))nD(µ||π) (3.80)

as mentioned in [69, Remark, p.725] and proved in [203]. This is also a measure of
ergodicity of the Markov chain W .

Although LSIs have many useful consequences, LSI constants are difficult to com-
pute analytically. Fortunately, the LSI constant corresponding to Estd has been com-
puted in [69, Appendix, Theorem A.1]. Therefore, using the relation in (3.35), we can
compute LSI constants for q-ary symmetric channels as well. The next proposition col-
lects the LSI constants for q-ary symmetric channels (which are irreducible for δ ∈ (0, 1])
as well as some other related quantities.

Proposition 3.12 (Constants of Symmetric Channels). The q-ary symmetric
channel Wδ ∈ Rq×qsto with q ≥ 2 has:

1. LSI constant:

α(Wδ) =
{

δ , q = 2
(q−2)δ

(q−1) log(q−1) , q > 2

for δ ∈ (0, 1].

2. discrete LSI constant:

α(WδW
∗
δ ) = α(Wδ′) =

{
2δ(1− δ) , q = 2

(q−2)(2q−2−qδ)δ
(q−1)2 log(q−1) , q > 2

for δ ∈ (0, 1], where δ′ = δ
(
2− qδ

q−1
)
.

3. maximal correlation corresponding to the uniform stationary distribution u ∈ Pq
(see Definition 2.3 in chapter 2):

ρmax(X;Y ) =
∣∣∣∣1− δ − δ

q − 1

∣∣∣∣
for δ ∈ [0, 1], where the random variables X,Y ∈ [q] have joint distribution defined
by PX = u and PY |X = Wδ.
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4. contraction coefficient for KL divergence bounded by:(
1− δ − δ

q − 1

)2
≤ ηKL(Wδ) ≤

∣∣∣∣1− δ − δ

q − 1

∣∣∣∣
for δ ∈ [0, 1].

Proof. See appendix B.8. �

In view of Proposition 3.12 and the intractability of computing LSI constants for
general Markov chains, we often “compare” a given irreducible channel V ∈ Rq×qsto with
a q-ary symmetric channel Wδ ∈ Rq×qsto to try and establish an LSI for it. We assume for
the sake of simplicity that V is doubly stochastic and has uniform stationary pmf (just
like q-ary symmetric channels). Usually, such a comparison between Wδ and V requires
us to prove domination of Dirichlet forms, such as:

∀f ∈ L2(X ,u) , EV (f, f) ≥ EWδ
(f, f) = qδ

q − 1Estd(f, f) (3.81)

where we use (3.35). Such pointwise domination results immediately produce LSIs,
(3.76) and (3.78), for V . Furthermore, they also lower bound the LSI constants of V ;
for example:

α(V ) ≥ α(Wδ) . (3.82)

This in turn begets other results such as (3.79) and (3.80) for the channel V (albeit with
worse constants in the exponents since the LSI constants ofWδ are used instead of those
for V ). More general versions of Dirichlet form domination between Markov chains on
different state spaces with different stationary distributions, and the resulting bounds
on their LSI constants are presented in [69, Lemmata 3.3 and 3.4]. We next illustrate
that the information theoretic notion of less noisy domination is a sufficient condition
for various kinds of pointwise Dirichlet form domination.

Theorem 3.7 (Domination of Dirichlet Forms). Let W,V ∈ Rq×qsto be doubly
stochastic channels, and π = u be the uniform stationary distribution. Then, the fol-
lowing are true:

1. If W �ln V , then:

∀f ∈ L2(X ,u) , EV V ∗(f, f) ≥ EWW ∗(f, f) .

2. If W ∈ Rq×q�0 is positive semidefinite, V is normal (i.e. V TV = V V T ), and W �ln
V , then:

∀f ∈ L2(X ,u) , EV (f, f) ≥ EW (f, f) .

3. IfW = Wδ ∈ Rq×qsto is any q-ary symmetric channel with δ ∈
[
0, q−1

q

]
andWδ �ln V ,

then:
∀f ∈ L2(X ,u) , EV (f, f) ≥ qδ

q − 1 Estd(f, f) .

113



CHAPTER 3. EXTENSION USING COMPARISON OF CHANNELS

Proof.
Part 1: First observe that:

∀f ∈ L2(X ,u) , EWW ∗(f, f) = 1
q
fT
(
Iq −WW T

)
f

∀f ∈ L2(X ,u) , EV V ∗(f, f) = 1
q
fT
(
Iq − V V T

)
f

where we use the facts thatW T = W ∗ and V T = V ∗ because the stationary distribution
is uniform. This implies that EV V ∗(f, f) ≥ EWW ∗(f, f) for every f ∈ L2(X ,u) if and
only if Iq − V V T �PSD Iq − WW T , which is true if and only if WW T �PSD V V T .
Since W �ln V , we get WW T �PSD V V T from part 2 of Proposition 3.8 after letting
PX = u = PXW = PXV .

Part 2: Once again, we first observe using (3.74) that:

∀f ∈ L2(X ,u) , EW (f, f) = 1
q
fT
(
Iq −

W +W T

2

)
f ,

∀f ∈ L2(X ,u) , EV (f, f) = 1
q
fT
(
Iq −

V + V T

2

)
f .

So, EV (f, f) ≥ EW (f, f) for every f ∈ L2(X ,u) if and only if (W + W T )/2 �PSD
(V + V T )/2. Since WW T �PSD V V T from the proof of part 1, it is sufficient to prove
that:

WW T �PSD V V T ⇒ W +W T

2 �PSD
V + V T

2 . (3.83)

Lemma B.5 in appendix B.10 establishes the claim in (3.83) because W ∈ Rq×q�0 and V
is a normal matrix.

Part 3: We note that when V is a normal matrix, this result follows from part 2
because Wδ ∈ Rq×q�0 for δ ∈

[
0, q−1

q

]
, as can be seen from part 2 of Proposition 3.4. For

a general doubly stochastic channel V , we need to prove that:

∀f ∈ L2(X ,u) , EV (f, f) ≥ EWδ
(f, f) = qδ

q − 1 Estd(f, f)

where we use (3.35). Following the proof of part 2, it is sufficient to prove (3.83) with
W = Wδ:47

W 2
δ �PSD V V T ⇒ Wδ �PSD

V + V T

2
where W 2

δ = WδW
T
δ and Wδ =

(
Wδ + W T

δ

)
/2. Recall part 1 of Theorem B.1 (the

Löwner-Heinz theorem) from appendix B.2, which states that for A,B ∈ Rq×q�0 and
p ∈ [0, 1]:48

A �PSD B ⇒ Ap �PSD Bp . (3.84)
47Note that (3.83) trivially holds for W = Wδ with δ = (q − 1)/q, because W(q−1)/q = W 2

(q−1)/q =
1u �PSD V V

T implies that V = W(q−1)/q.
48See [224] for a short operator theoretic proof of this result.
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Using (3.84) with p = 1
2 (cf. [129, Corollary 7.7.4(b)]), we have:

W 2
δ �PSD V V T ⇒ Wδ �PSD

(
V V T

) 1
2

because the Gramian matrix V V T ∈ Rq×q�0 is positive semidefinite.
Let V V T = QΛQT and (V + V T )/2 = UΣUT be the spectral decompositions of

V V T and (V + V T )/2, where Q,U ∈ Vq(Rq) are orthogonal matrices with eigenvectors
as columns, and Λ,Σ ∈ Rq×q are diagonal matrices of eigenvalues. Since V V T and
(V +V T )/2 are both doubly stochastic, they both have the unit norm eigenvector 1/√q
corresponding to the maximum eigenvalue of unity. In fact, we have:(

V V T
) 1

2 1
√
q

= 1
√
q

and
(
V + V T

2

)
1
√
q

= 1
√
q

where we use the fact that (V V T )
1
2 = QΛ

1
2QT is the spectral decomposition of (V V T )

1
2 .

For any matrix A ∈ Rq×qsym , let λ1(A) ≥ λ2(A) ≥ · · · ≥ λq(A) denote the eigenvalues of A
in descending order. Without loss of generality, we assume that for every j ∈ {1, . . . , q}:

[Λ]j,j = λj
(
V V T

)
,

[Σ]j,j = λj

(
V + V T

2

)
.

So, λ1((V V T )
1
2 ) = λ1((V + V T )/2) = 1, and the first columns of both Q and U are

equal to 1/√q.
From part 2 of Proposition 3.4, we have Wδ = QDQT = UDUT , where D ∈ Rq×q is

the diagonal matrix of eigenvalues such that [D]1,1 = λ1(Wδ) = 1 and [D]j,j = λj(Wδ) =
1− δ − δ

q−1 for j ∈ {2, . . . , q}. Note that we may use either of the eigenbases, Q or U ,
because they both have first column 1/√q, which is the eigenvector ofWδ corresponding
to λ1(Wδ) = 1 since Wδ is doubly stochastic, and the remaining eigenvector columns
are permitted to be any orthonormal basis of span(1/√q)⊥ (which is the orthogonal
complement subspace of the span of 1/√q) as λj(Wδ) = 1− δ − δ

q−1 for j ∈ {2, . . . , q}.
Hence, we have:

Wδ �PSD
(
V V T

) 1
2 ⇔ QDQT �PSD QΛ

1
2QT ⇔ D �PSD Λ

1
2 ,

Wδ �PSD
V + V T

2 ⇔ UDUT �PSD UΣUT ⇔ D �PSD Σ .

In order to show that D �PSD Λ
1
2 ⇒ D �PSD Σ, it suffices to prove that Λ

1
2 �PSD Σ.

Recall the following eigenvalue domination lemma, cf. [128, Corollary 3.1.5], which states
that for any matrix A ∈ Rq×q, the ith largest eigenvalue of the symmetric part of A
is less than or equal to the ith largest singular value of A (which is the ith largest
eigenvalue of the unique positive semidefinite part (AAT )1/2 in the polar decomposition
of A) for every i ∈ {1, . . . , q}.
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Lemma 3.3 (Eigenvalue Domination [128]). Given a matrix A ∈ Rq×q, we have
for every i ∈ {1, . . . , q}:

λi

((
AAT

) 1
2
)
≥ λi

(
A+AT

2

)
.

Hence, Lemma 3.3 implies that Λ
1
2 �PSD Σ is true, cf. [70, Lemma 2.5]. This completes

the proof. �

Theorem 3.7 includes Theorem 3.6 from section 3.3 as part 3, and also provides two
other useful pointwise Dirichlet form domination results. Part 1 of Theorem 3.7 states
that less noisy domination implies discrete Dirichlet form domination. In particular,
if we have Wδ �ln V for some irreducible q-ary symmetric channel Wδ ∈ Rq×qsto and
irreducible doubly stochastic channel V ∈ Rq×qsto , then part 1 implies that:

∀n ∈ N, D(µV n||u) ≤ (1− α(WδW
∗
δ ))nD(µ||u) (3.85)

for all pmfs µ ∈ Pq, where α(WδW
∗
δ ) is computed in part 2 of Proposition 3.12. However,

it is worth mentioning that (3.80) for Wδ and Proposition 3.1 directly produce (3.85).
So, such ergodicity results for the discrete-time Markov chain V do not require the full
power of the Dirichlet form domination in part 1. Regardless, Dirichlet form domination
results, such as in parts 2 and 3, yield several functional inequalities (like Poincaré
inequalities and LSIs) which have many other potent consequences as well.

Parts 2 and 3 of Theorem 3.7 convey that less noisy domination also implies the
usual (continuous) Dirichlet form domination under regularity conditions. We note that
in part 2, the channel W is more general than that in part 3, but the channel V is
restricted to be normal (which includes the case where V is an additive noise channel).
The proofs of these parts essentially consist of two segments. The first segment uses part
1, and the second segment illustrates that pointwise domination of discrete Dirichlet
forms implies pointwise domination of Dirichlet forms (as shown in (3.81)). This latter
segment is encapsulated in Lemma B.5 in appendix B.10 for part 2, and requires a
slightly more sophisticated proof pertaining to q-ary symmetric channels in part 3.

� 3.10 Conclusion and Future Directions

In closing this chapter, we briefly reiterate our main results by delineating a possible
program for proving LSIs for certain Markov chains. Given an arbitrary irreducible
doubly stochastic channel V ∈ Rq×qsto with minimum probability entry ν = min{[V ]i,j :
i, j ∈ {1, . . . , q}} > 0 and q ≥ 2, we can first use Theorem 3.4 to generate a q-ary
symmetric channel Wδ ∈ Rq×qsto with δ = ν/

(
1 − (q − 1)ν + ν

q−1
)
such that Wδ �deg V .

This also means that Wδ �ln V , using Proposition 3.3. Moreover, the δ parameter can
be improved using Theorem 3.5 (or Propositions 3.10 and 3.11) if V is an additive noise
channel. We can then use Theorem 3.7 to deduce a pointwise domination of Dirichlet
forms. Since Wδ satisfies the LSIs (3.76) and (3.78) with corresponding LSI constants
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given in Proposition 3.12, Theorem 3.7 establishes the following LSIs for the channel
V :

D(f2u||u) ≤ 1
α(Wδ)

EV (f, f) (3.86)

D(f2u||u) ≤ 1
α
(
WδW

∗
δ

) EV V ∗(f, f) (3.87)

for every f ∈ L2(X ,u) such that ‖f‖u = 1. These inequalities can be used to derive
a myriad of important facts about V . We note that the equivalent characterizations of
the less noisy preorder via non-linear operator convex f -divergences in Theorem 3.1,
and specifically Theorem 3.3 and Proposition 3.8, are particularly useful for proving
some of these results. Furthermore, Theorem 3.1 generalizes Proposition 2.6 in chapter
2, which is a well-known result in the contraction coefficients literature, and has other
applications in information theory as well, such as our generalization to Samorodnitsky’s
SDPI in Theorem 3.2. Finally, we accentuate that Theorems 3.4 and 3.5 address our
motivation in section 3.2 by providing analogues of the relationship between less noisy
domination by q-ary erasure channels and contraction coefficients in the context of q-ary
symmetric channels.

Many of the results in this chapter could possibly be extended or generalized. For
example, Theorem 3.4 only holds for square channel transition probability matrices.
However, degradation does not require input and output alphabet sizes to match, and
Theorem 3.4 could potentially be extended for rectangular channel transition probabil-
ity matrices. In the special context of additive noise channels, Theorem 3.5 does not
completely characterize Ladd

Wδ
. Hence, another direction of future research is to establish

better “bounds” on Ladd
Wδ

. In particular, our lower bound on Ladd
Wδ

(proved in Proposition
3.11) could be improved by finding other noise pmfs that belong to Ladd

Wδ
\Dadd

Wδ
(and

then applying Proposition 3.6). Lastly, the pointwise Dirichlet form domination results
in Theorem 3.7 are only derived for doubly stochastic Markov chains with uniform
stationary distribution. These results could probably be generalized for Markov chains
with non-uniform stationary distributions.

� 3.11 Bibliographical Notes

Chapter 3 and appendix B are based primarily on the journal paper [188], and partly on
the manuscript [192]. The work in [188] was also published in part at the Proceedings
of the IEEE International Symposium on Information Theory (ISIT) 2017 [187].
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Chapter 4

Modal Decomposition of
Mutual χ2-Information

IN this chapter, we delve into the elegant geometric structure of the contraction coef-
ficient for χ2-divergence. Recall from (2.37) in chapter 2 that the contraction coeffi-

cient for χ2-divergence ηχ2(PX , PY |X) of a source-channel pair (PX , PY |X) is equal to
the squared maximal correlation ρmax(X;Y )2 of the input and output random variables
X and Y . Since Proposition 2.2 illustrates that ρmax(X;Y ) can be characterized as a
singular value of the so called DTM associated to the joint distribution PX,Y , the DPI
for χ2-divergence can be geometrically understood using the SVD of the DTM. We will
develop “modal decompositions” of bivariate distributions and mutual χ2-information
based on SVDs of DTMs in the ensuing discussion. To emphasize the utility of these
ideas in statistical inference and machine learning applications, we will adopt a statisti-
cal perspective in this chapter instead of the usual information contraction perspective
of previous chapters.

Recall from Definition 2.3 in chapter 2 that the Hirschfeld-Gebelein-Rényi maximal
correlation is a variational generalization of the well-known Pearson correlation coeffi-
cient, and was originally introduced as a normalized measure of dependence between
two jointly distributed random variables X ∈ X and Y ∈ Y [96, 125,236,242]:

ρmax(X;Y ) , sup
f :X→R, g:Y→R :

E[f(X)]=E[g(Y )]=0
E[f(X)2]=E[g(Y )2]=1

E [f(X)g(Y )] . (4.1)

Indeed, it is easily verified that 0 ≤ ρmax(X;Y ) ≤ 1, and ρmax(X;Y ) = 0 if and only ifX
is independent of Y (cf. Proposition 2.3). It turns out that the variational formulation
of maximal correlation in (4.1) shares deep ties with a class of statistical inference
problems. We consider inference problems with the general structure of a Markov chain
U → X → Y , where the conditional distributions PY |U form the (overall) observation
model and the conditional distributions PY |X form the noise model. Our goal is to
make decisions about the latent variable U corresponding to the data X based on some
noisy observation of the data Y . In many applications, the true observation model
PY |U is unknown. Therefore, a natural way to address the statistical inference problem
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of extracting information about U based on the noisy observation Y is to first learn
the observation model PY |U from training data, and then employ standard decoding
techniques that use knowledge of the likelihoods PY |U to solve the inference problem.

Unfortunately, it is difficult to learn the observation model PY |U in many applica-
tions. For instance, in the popular setting of the “Netflix problem” of recommending
movies to subscribers [23], if we let X denote the subscriber index and Y denote the
movie index, it is challenging to identify what latent variable U of a subscriber is rel-
evant to their choice of movies. So, we cannot obtain (labeled) training data to learn
PY |U . A different approach to such problems is to focus only on the noise model, since
we can easily obtain bivariate training data samples of the form (X,Y ) (which repre-
sents subscriber X streaming movie Y ). In this spirit, we try to find features of the
noisy observation Y that carry as much information about X as possible, and yet are
simple enough so that further processing, such as clustering or kernel methods, can be
applied to make final decisions. Most dimensionality reduction algorithms follow this
approach. For example, one way to establish the information theoretic optimality of
principal component analysis is to assume that X is jointly Gaussian distributed and
Y is a noisy observation of X after adding independent white Gaussian noise. In this
case, the principle components of the observed Y can be shown to carry the maximum
amount of mutual information about X, cf. [176].

We can interpret maximal correlation as a general formulation for this approach.
The optimization problem in (4.1) tries to find a feature g(Y ) that is highly correlated
with some feature f(X), or equivalently, has high predictive power towards some aspects
of X. The advantage of finding such a feature (or embedding) is that g(Y ) can be a
general real-valued function. In particular, it need not be a linear function of the data,
and the data itself need not be real-valued, i.e. we can have categorical data. Thus,
the maximal correlation formulation in (4.1) provides a general basis for performing
feature extraction from high-dimensional categorical data.49 Our goal in this chapter
is to extend this framework and develop a practical algorithm to learn useful features
from categorical data. In the ensuing discussion, we will present an efficient algorithm
that solves the optimization problem in (4.1) using training samples, show that both
the formulation of maximal correlation and the associated algorithm can be generalized
to produce an arbitrary number of features, and explain how the resulting approach
is different from existing methods such as principal component analysis and canonical
correlation analysis.

� 4.1 Chapter Outline

We briefly delineate the content of the ensuing sections. In section 4.2, we will introduce
modal decompositions of bivariate distributions—the key players of this chapter. Then,
we will construe such modal decompositions under a local information geometric lens

49In the categorical data setting of this chapter, “high-dimensional” refers to the large cardinalities
of X and Y.
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in section 4.3. We will present an algorithm to learn the maximal correlation functions
that make up modal decompositions from training data in section 4.4. Moreover, we
will compare this algorithm with related statistical techniques and analyze its sample
complexity in sections 4.5 and 4.6, respectively. Finally, we will conclude this discussion
and present some future research directions in section 4.7. Additionally, at the end of
this chapter in section 4.8, we will shortly digress and analyze reliable communication
through permutation channels.

� 4.2 Modal Decomposition of Bivariate Distributions

In order to present modal decompositions of bivariate distributions, we first intro-
duce some relevant notation and assumptions. Consider the finite alphabet sets X =
{1, . . . , |X |} and Y = {1, . . . , |Y|} (without loss of generality) such that 2 ≤ |X |, |Y| <
+∞. Let PX ⊆

(
R|X |

)∗ and PY ⊆ (R|Y|)∗ denote the probability simplices of pmfs corre-
sponding to the discrete random variables X ∈ X and Y ∈ Y, respectively. Similarly, let
P◦X and P◦Y denote the relative interiors of PX and PY , respectively. Since any element
of X or Y whose marginal probability mass is zero can be dropped from the sample
space altogether, we will restrict our attention to the following subset of joint pmfs
between X and Y (with abuse of notation):

PX×Y ,
{
PX,Y : PX,Y is a joint pmf on X × Y such that PX ∈ P◦X and PY ∈ P◦Y

}
(4.2)

where PX and PY denote the marginal distributions of the bivariate distribution PX,Y .
Furthermore, let P◦X×Y denote the relative interior of PX×Y , i.e. the set of all entry-
wise strictly positive joint pmfs of X and Y . Lastly, we note that the aforementioned
simplices can be perceived as metric spaces (with respect to e.g. the standard Euclidean
`2-norm), and topological statements in the sequel should be understood in terms of
these metric spaces.

� 4.2.1 Divergence Transition and Canonical Dependence Matrices

Fix any bivariate distribution PX,Y ∈ PX×Y . Let L2(X , PX) denote the Hilbert space
of real-valued functions on X with correlation as the inner product (also see (3.71) in
chapter 3):

∀f, f ′ ∈ L2(X , PX),
〈
f, f ′

〉
PX
, E

[
f(X)f ′(X)

]
=
∑
x∈X

PX(x)f(x)f ′(x) , (4.3)

and second moment as the induced norm:

∀f ∈ L2(X , PX), ‖f‖PX , E
[
f(X)2

] 1
2 =

(∑
x∈X

PX(x)f(x)2
) 1

2

. (4.4)

Similarly, let L2(Y, PY ) denote the Hilbert space of real-valued functions on Y with
correlation as the inner product. We will analyze two equivalent linear operators corre-
sponding to the joint pmf PX,Y . The first of these is the usual conditional expectation
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operator, C : L2(X , PX)→ L2(Y, PY ), which maps any function f ∈ L2(X , PX) to the
function C(f) ∈ L2(Y, PY ) given by:

∀y ∈ Y, (C(f))(y) , E[f(X)|Y = y] . (4.5)

The second operator is given by the DTM B ∈ R|Y|×|X |, cf. [139], which defines a linear
map B : R|X | → R|Y| via matrix-vector multiplication between the Euclidean spaces
R|X | and R|Y|.

Definition 4.1 (Divergence Transition Matrix). For any joint pmf PX,Y ∈ PX×Y ,
we define its corresponding divergence transition matrix B ∈ R|Y|×|X | entry-wise as:

∀x ∈ X ,∀y ∈ Y, [B]y,x ,
PX,Y (x, y)√
PX(x)PY (y)

.

We remark that (2.38) in chapter 2 defines BT as the DTM (instead of B), because
BT maps row vectors v ∈

(
R|X |

)∗ to row vectors vBT ∈
(
R|Y|

)∗, and chapter 2 mainly
deals with perturbation vectors of pmfs in PX , which are row vectors. In contrast, the
version of the DTM in Definition 4.1 is more useful in this chapter, since we will construe
the DTM as linear map on column vectors associated with functions in L2(X , PX).

It is straightforward to verify that B ∈ R|Y|×|X | and C : L2(X , PX)→ L2(Y, PY ) are
equivalent maps. Indeed, notice that the Euclidean space R|X | (with standard Euclidean
inner product) is isometrically isomorphic to L2(X , PX), because for any ψ ∈ R|X |, we
can construct f ∈ L2(X , PX) via:50

∀x ∈ X , f(x) = ψ(x)√
PX(x)

(4.6)

where we abuse notation and let ψ(x) = ψx denote the xth element of ψ. So, for any
two vectors ψ,ψ′ ∈ R|X | with corresponding functions f, f ′ ∈ L2(X , PX), respectively,
defined using (4.6), we have:

ψTψ′ =
∑
x∈X

ψ(x)ψ′(x) =
∑
x∈X

PX(x)f(x)f ′(x) =
〈
f, f ′

〉
PX

. (4.7)

Likewise, the Euclidean space R|Y| (with standard Euclidean inner product) is isometri-
cally isomorphic to L2(Y, PY ), because for any φ ∈ R|Y|, we can construct g ∈ L2(Y, PY )
via:

∀y ∈ Y, g(y) = φ(y)√
PY (y)

. (4.8)

Thus, the linear operators B : R|X | → R|Y| and C : L2(X , PX) → L2(Y, PY ) are
equivalent in the sense that:

φ = Bψ ⇔ g = C(f) (4.9)
50It is well-known that any two separable Hilbert spaces with the same dimension are always isomet-

rically isomorphic to each other.
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for every ψ ∈ R|X |, where φ ∈ R|Y|, f ∈ L2(X , PX) is defined by (4.6), and g ∈ L2(Y, PY )
is defined by (4.8). To see this, observe that for every ψ ∈ R|X | such that φ = Bψ ∈ R|Y|,
we have for all y ∈ Y:

g(y) = φ(y)√
PY (y)

= 1√
PY (y)

∑
x∈X

PX,Y (x, y)√
PX(x)PY (y)︸ ︷︷ ︸

[B]y,x

ψ(x) =
∑
x∈X

PX|Y (x|y)f(x) (4.10)

where the first equality follows from (4.8), the second equality holds because φ = Bψ,
and the the third equality follows from (4.6).

Let the SVD of B be:

∀i ∈ {1, . . . ,min{|X |, |Y|}}, Bψi = σiφi (4.11)

where σ1 ≥ σ2 ≥ · · · ≥ σmin{|X |,|Y|} ≥ 0 are the ordered singular values of B, {ψi ∈
R|X | : i ∈ {1, . . . , |X |}} is the orthonormal basis of corresponding right singular vectors
of B, and {φi ∈ R|Y| : i ∈ {1, . . . , |Y|}} is the orthonormal basis of corresponding left
singular vectors of B.51 Then, due to the equivalence in (4.9), the SVD of C is:

∀i ∈ {1, . . . ,min{|X |, |Y|}}, C(fi) = σigi (4.12)

where σ1, . . . , σmin{|X |,|Y|} are also the ordered singular values of C, {fi ∈ L2(X , PX) :
i ∈ {1, . . . , |X |}} is the orthonormal basis of right singular vectors of C defined by (4.6):

∀i ∈ {1, . . . , |X |}, ∀x ∈ X , fi(x) = ψi(x)√
PX(x)

, (4.13)

and {gi ∈ L2(Y, PY ) : i ∈ {1, . . . , |Y|}} is the orthonormal basis of left singular vectors
of C defined by (4.8):

∀i ∈ {1, . . . , |Y|}, ∀y ∈ Y, gi(y) = φi(y)√
PY (y)

. (4.14)

(Note that the orthonormality of the singular vectors of C is defined with respect to
the appropriate Hilbert space inner products.) The next theorem presents some simple
properties of the SVD of the DTM B and the conditional expectation operator C,
cf. [11, 75,125,180,236,289].

Theorem 4.1 (Properties of DTMs and Conditional Expectation Operators).
For the DTM B ∈ R|Y|×|X | and conditional expectation operator C : L2(X , PX) →
L2(Y, PY ) corresponding to any joint pmf PX,Y ∈ PX×Y , the following statements are
true:

51Here, we complete the orthonormal bases of right and left singular vectors for convenience. Moreover,
if |X | > |Y|, then Bψi = 0 for all i ∈ {|Y|+ 1, . . . , |X |}.

123



CHAPTER 4. MODAL DECOMPOSITION OF MUTUAL χ2-INFORMATION

1. The largest singular value is unity:

‖B‖op = ‖C‖op = σ1 = 1 .

2. The right and left singular vectors of B corresponding to σ1 = 1 are:

ψ1 =
√
PX

T and φ1 =
√
PY

T
,

and the right and left singular vectors of C corresponding to σ1 = 1 are the constant
functions:

f1 = 1 and g1 = 1

where we use 1 to represent everywhere unity functions with appropriate domains.

3. The second largest singular value is maximal correlation:

σ2 = ρmax(X;Y ) .

4. The right and left singular vectors of C corresponding to σ2, f2 ∈ L2(X , PX)
and g2 ∈ L2(Y, PY ), are the maximal correlation functions that solve the extremal
problem in (4.1):

ρmax(X;Y ) = E[f2(X)g2(Y )] .

Proof. This follows from Proposition 2.2 in chapter 2 and its proof in appendix A.1,
and the relations (4.6), (4.8), and (4.9). �

Part 1 of Theorem 4.1 portrays that C : L2(X , PX) → L2(Y, PY ) is a contraction,
i.e. ‖C‖op = 1. It turns out that this implies the DPI for χ2-divergence (with fixed input
pmf PX). Indeed, for any input pmf RX ∈ PX , let RY ∈ PY denote the induced output
pmf after passing RX through the channel PY |X , and construct the functions:

∀x ∈ X , f(x) = RX(x)− PX(x)
PX(x) , (4.15)

∀y ∈ Y, g(y) = (C(f))(y) = RY (y)− PY (y)
PY (y) . (4.16)

Then, we have:

χ2(RY ||PY ) = E
[
g(Y )2

]
= ‖C(f)‖2PY ≤ ‖f‖

2
PX

= E
[
f(X)2

]
= χ2(RX ||PX) (4.17)

where we use (2.9) from chapter 2, and the inequality holds because C is a contraction.
In fact, since the functions defined in (4.15) and (4.16) are zero mean, E[f(X)] = 0 and
E[g(Y )] = 0, we can also obtain the SDPI for χ2-divergence (with fixed input pmf PX):

χ2(RY ||PY ) = ‖C(f)‖2PY ≤ σ
2
2 ‖f‖

2
PX

= ρmax(X;Y )2χ2(RX ||PX) (4.18)
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where the inequality holds due to part 2 of Theorem 4.1 (since f is orthogonal to the
dominant right singular vector f1 = 1), and the final equality holds due to part 3 of
Theorem 4.1 (where ρmax(X;Y )2 is precisely the contraction coefficient ηχ2(PX , PY |X)
using (2.37)). Therefore, the contraction property of the conditional expectation opera-
tor C corresponds to the DPI for χ2-divergence, and finer knowledge about the SVD of
C yields “stronger” DPIs for χ2-divergence. In appendix C.3, we convey that our choices
of inner products to define the input and output Hilbert spaces of C are essential in
ensuring that C is a contraction.

Part 2 of Theorem 4.1 portrays that ψ1 and φ1 are determined by the marginal
pmfs PX and PY , respectively. This suggests that the statistical dependence between
X and Y is (at least intuitively) captured by the remaining pairs of singular vectors
of B. Therefore, in our ensuing discussion, we will sometimes focus on the so called
canonical dependence matrix (CDM) corresponding to PX,Y , which removes the first
pair of singular vectors from B. The CDM corresponding to PX,Y is defined next.

Definition 4.2 (Canonical Dependence Matrix). For any joint pmf PX,Y ∈ PX×Y ,
we define its corresponding canonical dependence matrix B̃ ∈ R|Y|×|X | entry-wise as:

∀x ∈ X ,∀y ∈ Y,
[
B̃
]
y,x
,
PX,Y (x, y)− PX(x)PY (y)√

PX(x)PY (y)
,

or equivalently, in matrix notation as:

B̃ = B −
√
PY

T√
PX .

So far, we have shown that the DTM B is an equivalent description of the conditional
expectation operator C, and explored some properties of its SVD. However, it is not
obvious whether the DTM B uniquely identifies the joint pmf PX,Y . To address this
question, we consider the matrix-valued function β : PX×Y → R|Y|×|X | that maps joint
pmfs in PX×Y to their corresponding DTMs. In particular, for every PX,Y ∈ PX×Y , we
define β(PX,Y ) entry-wise according to Definition 4.1:

∀x ∈ X , ∀y ∈ Y, [β(PX,Y )]y,x ,
PX,Y (x, y)√
PX(x)PY (y)

. (4.19)

Furthermore, we let B denote the range of β:

B ,
{
B ∈ R|Y|×|X | : ∃PX,Y ∈ PX×Y , β(PX,Y ) = B

}
(4.20)

which is the set of all possible DTMs, and B◦ denote the range of β restricted to the
domain P◦X×Y :

B◦ ,
{
B ∈ R|Y|×|X | : ∃PX,Y ∈ P◦X×Y , β(PX,Y ) = B

}
. (4.21)

The next theorem characterizes both B and B◦, and proves that β is a bijective and
continuous map.
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Theorem 4.2 (Characterization of DTMs). The following statements are true:

1. A matrix B ∈ R|Y|×|X | is a DTM corresponding to a joint pmf in P◦X×Y if and
only if it is entry-wise strictly positive and has largest singular value of unity:

B◦ =
{
B ∈ R|Y|×|X | : B > 0 entry-wise and ‖B‖op = 1

}
.

2. A matrix B ∈ R|Y|×|X | is a DTM corresponding to a joint pmf in PX×Y if and
only if it is entry-wise non-negative, it has largest singular value of unity, and both
BTB and BBT have entry-wise strictly positive eigenvectors corresponding to the
eigenvalue of unity:

B =
{
B ∈ R|Y|×|X | :B ≥ 0 entry-wise,

‖B‖op = 1,

∃ entry-wise strictly positive ψ ∈ R|X |, BTBψ = ψ,

and ∃ entry-wise strictly positive φ ∈ R|Y|, BBTφ = φ
}
.

3. The map β : PX×Y → B is bijective and continuous.

Proof.
Part 1: The prove the ⊆ direction, consider any matrix B ∈ B◦. Then, there exists

PX,Y ∈ P◦X×Y such that β(PX,Y ) = B. Clearly, B > 0 entry-wise, and part 1 of Theorem
4.1 implies that ‖B‖op = 1.

To prove the ⊇ direction, consider any matrix B ∈ R|Y|×|X | satisfying B > 0 entry-
wise and ‖B‖op = 1. Then, its Gramian and dual Gramian matrices are entry-wise
strictly positive, and have spectral radius (and largest eigenvalue) of 1: BTB > 0
entry-wise, BBT > 0 entry-wise, and ρ

(
BTB

)
= ρ

(
BBT

)
= ‖B‖2op = 1. Applying the

Perron-Frobenius theorem [129, Theorem 8.2.2], we get:

BTBψ = ψ and BBTφ = φ

where ψ ∈ R|X | and φ ∈ R|Y| are entry-wise strictly positive eigenvectors corresponding
to the spectral radius (or largest eigenvalue) of 1 such that ‖ψ‖22 = ‖φ‖22 = 1. This
implies that ψ and φ are the right and left singular vectors corresponding to ‖B‖op = 1,
respectively, of B:

Bψ = φ and BTφ = ψ . (4.22)

Define the matrix:
P , diag(φ)B diag(ψ) (4.23)

and the corresponding “candidate” joint pmf:

∀x ∈ X ,∀y ∈ Y, PX,Y (x, y) , [P ]y,x . (4.24)
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We now verify that this candidate PX,Y is truly a joint pmf with the desired properties.
Observe that:

1TP1 = 1Tdiag(φ)B diag(ψ)1 = φTBψ = φTφ = 1 (4.25)
P1 = diag(φ)B diag(ψ)1 = diag(φ)Bψ = diag(φ)φ = φ2 (4.26)
P T1 = diag(ψ)BTdiag(φ)1 = diag(ψ)BTφ = diag(ψ)ψ = ψ2 (4.27)

where we repeatedly use (4.22), and ψ2 ∈ R|X | and φ2 ∈ R|Y| are vectors whose entries
are the element-wise squares of ψ and φ, respectively. Then, PX,Y ∈ P◦X×Y since (4.25)
holds and P > 0 entry-wise. Furthermore, the corresponding marginals are:

∀x ∈ X , PX(x) = ψ(x)2 and ∀y ∈ Y, PY (y) = φ(y)2

using (4.26) and (4.27). Finally, since β(PX,Y ) = diag(φ)−1P diag(ψ)−1 = B, where the
inverses are well-defined because ψ and φ are entry-wise strictly positive, we have that
B ∈ B◦.

Part 2: To prove the ⊆ direction, consider any matrix B ∈ B. Then, there exists
PX,Y ∈ PX×Y such that β(PX,Y ) = B. Clearly, B ≥ 0 entry-wise, and parts 1 and 2 of
Theorem 4.1 imply that ‖B‖op = 1 with corresponding right and left singular vectors
√
PX

T and
√
PY

T , respectively:

B
√
PX

T =
√
PY

T and BT
√
PY

T =
√
PX

T
.

Hence, BTB and BBT have entry-wise strictly positive eigenvectors
√
PX

T and
√
PY

T ,
respectively, corresponding to the eigenvalue of 1 (where the strict positivity holds by
definition of PX×Y).

To prove the ⊇ direction, we can follow the proof of part 1 mutatis mutandis. How-
ever, we must be careful when applying the Perron-Frobenius theorem [129, Theorem
8.3.1] to BTB ∈ R|X |×|X | and BBT ∈ R|Y|×|Y| as it only guarantees that the eigenvec-
tors ψ ∈ R|X | and φ ∈ R|Y| are entry-wise non-negative. If an entry of ψ or φ is zero,
then the corresponding column or row of P = diag(φ)B diag(ψ) is zero. Since we use
P to define the joint pmf PX,Y via (4.24), this implies that PX 6∈ P◦X or PY 6∈ P◦Y ,
which means that PX,Y 6∈ PX×Y—a contradiction. Hence, we enforce the entry-wise
strict positivity constraints on ψ and φ in the theorem statement to ensure that the
proof in part 1 holds.

Part 3: The map β : PX×Y → B is bijective because its range is defined as B and
the proofs of parts 1 and 2 delineate the inverse function (see e.g. (4.23)). (Note that
(4.23) is uniquely defined because the Gramian and dual Gramian matrices of B have
only one entry-wise strictly positive eigenvector each.)

To prove that β : PX×Y → B is continuous, consider any sequence of joint pmfs
{QnX,Y ∈ PX×Y : n ∈ N} that converge to QX,Y ∈ PX×Y :

∀x ∈ X , ∀y ∈ Y, lim
n→∞

QnX,Y (x, y) = QX,Y (x, y) .
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By the triangle inequality, we have for all x ∈ X :

|QnX(x)−QX(x)| =

∣∣∣∣∣∣
∑
y∈Y

QnX,Y (x, y)−QX,Y (x, y)

∣∣∣∣∣∣ ≤
∑
y∈Y

∣∣∣QnX,Y (x, y)−QX,Y (x, y)
∣∣∣

which implies that for all x ∈ X , limn→∞Q
n
X(x) = QX(x). Likewise, for all y ∈ Y,

limn→∞Q
n
Y (y) = QY (y). Hence, we have:

lim
n→∞

[
β(QnX,Y )

]
y,x

= lim
n→∞

QnX,Y (x, y)√
QnX(x)QnY (y)

= QX,Y (x, y)√
QX(x)QY (y)

= [β(QX,Y )]y,x

for every x ∈ X and y ∈ Y. (Note that the denominators are strictly positive as
QnX,Y , QX,Y ∈ PX×Y .) Therefore, β : PX×Y → B is continuous. �

The proofs of parts 1 and 2, and the statement of part 3 of Theorem 4.2 illustrate
that the DTM B is indeed an equivalent description of the joint pmf PX,Y . Further-
more, in the context of part 2 of Theorem 4.2, we remark that an entry-wise non-
negative square matrix A has strictly positive left and right eigenvectors corresponding
to its Perron-Frobenius eigenvalue (or spectral radius) ρ(A) if and only if the triangular
block form of A is a direct sum of irreducible entry-wise non-negative square matri-
ces whose spectral radii are also ρ(A)—see Theorem 3.14 and the preceding discussion
in [26, Chapter 2, Section 3]. This means that BTB and BBT have strictly positive
eigenvectors corresponding to their spectral radius of unity if and only if they have
the aforementioned direct form structure after suitable similarity transformations using
permutation matrices.

� 4.2.2 Variational Characterizations of Maximal Correlation Functions

In this subsection, under the setup of subsection 4.2.1, we present two well-known
variational characterizations of the SVD structure of the DTM B ∈ R|Y|×|X | and the
conditional expectation operator C : L2(X , PX)→ L2(Y, PY ) corresponding to a fixed
bivariate distribution PX,Y ∈ PX×Y . These characterizations will be useful in the de-
velopment of future sections. Our first proposition characterizes the singular values
and singular vectors of B and C using a variant of the Courant-Fischer-Weyl min-max
theorem (cf. Theorem C.1 in appendix C.1, [128,129,270]).

Proposition 4.1 (Courant-Fischer-Weyl Variational Characterization). For
any k ∈ {1, . . . ,min{|X |, |Y|}−1}, define the sets of k-tuples of zero mean orthonormal
functions:

Sk(X , PX) ,
{

(r2, . . . , rk+1) ∈ L2(X , PX)k :

∀i ∈ {2, . . . , k + 1}, E[ri(X)] = 0 ,

∀i, j ∈ {2, . . . , k + 1}, E[ri(X)rj(X)] = 1{i = j}
}
, (4.28)
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Sk(Y, PY ) ,
{

(s2, . . . , sk+1) ∈ L2(Y, PY )k :

∀i ∈ {2, . . . , k + 1}, E[si(Y )] = 0 ,

∀i, j ∈ {2, . . . , k + 1}, E[si(Y )sj(Y )] = 1{i = j}
}
. (4.29)

Then, the (k + 1)th largest singular value of B and C is given by:

σk+1 = max
Vk=[v2 ··· vk+1]∈Vk(R|X|),
Uk=[u2 ···uk+1]∈Vk(R|Y|):√
PXVk=0T ,

√
PY Uk=0T

min
i∈{2,...,k+1}

uTi Bvi

= max
(r2,...,rk+1)∈Sk(X ,PX),
(s2,...,sk+1)∈Sk(Y,PY )

min
i∈{2,...,k+1}

E[ri(X)si(Y )]

where the first maximization is over all orthonormal sets {v2, . . . , vk+1} ⊆ R|X | and
{u2, . . . , uk+1} ⊆ R|Y| such that

√
PXvi = 0 and

√
PY ui = 0 for all i ∈ {2, . . . , k + 1},

and the second maximization is over Sk(X , PX) and Sk(Y, PY ). Moreover, the vectors
that maximize the first formulation are the singular vectors of B:

v∗i = ψi and u∗i = φi

for every i ∈ {2, . . . , k + 1}, and the functions that maximize the second formulation
are the singular vectors of C:

r∗i = fi and s∗i = gi

for every i ∈ {2, . . . , k + 1}.

Proof. The first max-min formulation of σk+1 in terms of the DTM B is an immediate
consequence of the alternative version of the Courant-Fischer-Weyl min-max theorem
in [42, Theorem 1.2]. The second max-min formulation of σk+1 follows from the first
formulation. Indeed, corresponding to each feasible pair of orthonormal sets in the
first formulation, {v2, . . . , vk+1} ⊆ R|X | and {u2, . . . , uk+1} ⊆ R|Y|, we can construct a
feasible pair of k-tuples of zero mean orthonormal functions in the second formulation,
(r2, . . . , rk+1) ∈ Sk(X , PX) and (s2, . . . , sk+1) ∈ Sk(Y, PY ), using the relations (4.6) and
(4.8), so that:

∀x ∈ X , ri(x) = vi(x)√
PX(x)

and ∀y ∈ Y, si(y) = ui(y)√
PY (y)

(4.30)

for every i ∈ {2, . . . , k + 1}. Furthermore, with these choices of arguments (related by
(4.30)), the objective functions of the two formulations are equal since:

∀i ∈ {2, . . . , k + 1}, uTi Bvi = 〈si, C(ri)〉PY = E[si(Y )E[ri(X)|Y ]] = E[ri(X)si(Y )]

where the first equality holds due to the equivalences (4.30), (4.7), and (4.9), and
the final equality follows from the tower property. This proves the second max-min
formulation. Lastly, the maximizing arguments of both formulations can be obtained
from the SVDs of B and C. �
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We note that Proposition 4.1 can be perceived as a generalization of parts 3 and 4
of Theorem 4.1, because the second max-min characterization of σ2 in Proposition 4.1
coincides exactly with the variational problem that defines maximal correlation in (4.1).
Thus, the second max-min characterization of the kth largest singular value σk ∈ [0, 1]
of B and C for general k ∈ {2, . . . ,min{|X |, |Y|}} in Proposition 4.1 portrays that σk
is a generalization of maximal correlation. For these reasons, we refer to the singular
vectors

{
f2, . . . , fmin{|X |,|Y|}

}
⊆ L2(X , PX) and

{
g2, . . . , gmin{|X |,|Y|}

}
⊆ L2(Y, PY ) of C

as maximal correlation functions. It is straightforward to see from Proposition 4.1 that
σk is given by the Pearson correlation coefficient between the corresponding maximal
correlation functions:

∀k ∈ {2, . . . ,min{|X |, |Y|}}, σk = E[fk(X)gk(Y )] . (4.31)

In fact, the Courant-Fischer-Weyl min-max theorem (cf. Theorem C.1 in appendix C.1)
also shows that σk for k ∈ {3, . . . ,min{|X |, |Y|}} is obtained by maximizing the Pearson
correlation coefficient between the real-valued features f(X) and g(Y ) subject to the
constraints that f : X → R and g : Y → R are orthogonal to all previous maximal
correlation functions f2, . . . , fk−1 and g2, . . . , gk−1, respectively.

From the feature extraction perspective introduced at the outset of this chapter, it
is often desirable to find embeddings of the categorical random variables X and Y into
Rk (with k ∈ {2, . . . ,min{|X |, |Y|} − 1}) that enable further simple processing in the
future, e.g. using the (Lloyd-Max) K-means clustering algorithm [177, 196]. However,
the classical maximal correlation functions (f2, g2) only provide a single pair of features
(f2(X), g2(Y )) that embed X and Y into R. In order to obtain embeddings of X and
Y into Rk, we must use a k-tuple of pairs of real-valued features of X and Y , where we
may assume without loss of generality that the feature functions have zero mean and
unit variance. It is of course intuitively desirable that:

1. For each pair of features (f(X), g(Y )), f(X) and g(Y ) have high correlation.

2. The k feature functions of X carry orthogonal modes of information to avoid
redundancy, and likewise, the k feature functions of Y carry orthogonal modes of
information.

The earlier discussion shows that the pairs of maximal correlation functions (f2, g2), . . . ,
(fk+1, gk+1) yield an embedding of X and Y into Rk with the above properties. (In
particular, each pair of zero mean, unit variance features (fi(X), gi(Y )) is maximally
correlated subject to being orthogonal to all previous maximal correlation functions.)

While Proposition 4.1 provides a variational characterization for the dominant k ∈
{1, . . . ,min{|X |, |Y|} − 1} maximal correlation functions by maximizing the minimum
correlation between zero mean orthonormal pairs of functions, there are several other
possible variational characterizations of the top k maximal correlation functions. We
present one such alternative characterization based on Ky Fan’s extremum principle,
cf. [128, Theorem 3.4.1], which we will utilize later.
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Proposition 4.2 (Ky Fan-von Neumann Variational Characterization). For
any k ∈ {1, . . . ,min{|X |, |Y|} − 1}, the Ky Fan k-norm of the CDM B̃ ∈ R|Y|×|X | is
given by:

∥∥∥B̃∥∥∥
(1,k)

=
k+1∑
i=2

σi = max
Vk∈Vk(R|X|), Uk∈Vk(R|Y|):√
PXVk=0T ,

√
PY Uk=0T

tr
(
UTk BVk

)

= max
(r2,...,rk+1)∈Sk(X ,PX),
(s2,...,sk+1)∈Sk(Y,PY )

k+1∑
i=2

E[ri(X)si(Y )]

where the Ky Fan k-norm ‖·‖(1,k) is defined in (C.3) in appendix C.1, the first max-
imization is over all orthonormal k-frames Vk = [v2 · · · vk+1] ∈ Vk(R|X |) and Uk =
[u2 · · · uk+1] ∈ Vk(R|Y|), with constituent columns v2, . . . , vk+1 ∈ R|X | and u2, . . . , uk+1
∈ R|Y|, respectively, such that

√
PXVk = 0T and

√
PY Uk = 0T , and the second max-

imization is over Sk(X , PX) and Sk(Y, PY ) defined in (4.28) and (4.29), respectively.
Moreover, the orthonormal k-frames V ∗k = [v∗2 · · · v∗k+1] ∈ Vk(R|X |) and U∗k = [u∗2 · · ·
u∗k+1] ∈ Vk(R|Y|) that maximize the first formulation are composed of the singular vec-
tors of B:

v∗i = ψi and u∗i = φi

for every i ∈ {2, . . . , k + 1}, and the functions that maximize the second formulation
are the singular vectors of C:

r∗i = fi and s∗i = gi

for every i ∈ {2, . . . , k + 1}.

Proof. The first formulation of ‖B̃‖(1,k) in terms of the DTM B is an immediate
consequence of Ky Fan’s extremum principle, cf. [128, Theorem 3.4.1]. (Note that Ky
Fan’s extremum principle can be easily derived from von Neumann’s trace inequality
[129, Theorem 7.4.1.1], which is why we refer to the extremizations in this proposition
as “Ky Fan-von Neumann variational characterizations.”). The second formulation of
‖B̃‖(1,k) follows from the first formulation. Indeed, much like the proof of Proposition
4.1, corresponding to each feasible pair of orthonormal k-frames in the first formulation,
Vk = [v2 · · · vk+1] ∈ Vk(R|X |) and Uk = [u2 · · · uk+1] ∈ Vk(R|Y|), we can construct a
feasible pair of k-tuples of zero mean orthonormal functions in the second formulation,
(r2, . . . , rk+1) ∈ Sk(X , PX) and (s2, . . . , sk+1) ∈ Sk(Y, PY ), using the relations (4.30)
for all i ∈ {2, . . . , k + 1}. Furthermore, with these choices of related arguments, the
objective functions of the two formulations are equal since:

tr
(
UTk BVk

)
=

k+1∑
i=2

uTi Bvi =
k+1∑
i=2
〈si, C(ri)〉PY =

k+1∑
i=2

E[ri(X)si(Y )]
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where the second equality holds due to the equivalences (4.30), (4.7), and (4.9), and the
final equality holds as before. This proves the second formulation of ‖B̃‖(1,k). Lastly,
the maximizing arguments of both formulations can be obtained from the SVDs of B
and C. �

� 4.2.3 Modal Decompositions

We are finally in a position to present themodal decomposition of a bivariate distribution
PX,Y ∈ PX×Y , which was discovered by Hirschfeld in [125], and independently developed
by Lancaster in [165]. Although the decomposition is an immediate consequence of our
discussion so far, we present it as a theorem due to its historical significance.

Theorem 4.3 (Modal Decomposition [125, 165]). Consider any bivariate distri-
bution PX,Y ∈ PX×Y . Then, the following statements are true:

1. PX,Y exhibits the following modal decomposition:

∀x ∈ X , ∀y ∈ Y, PX,Y (x, y) = PX(x)PY (y)

1 +
min{|X |,|Y|}∑

i=2
σi fi(x) gi(y)


where 1 ≥ σ2 ≥ · · · ≥ σmin{|X |,|Y|} ≥ 0 are the ordered singular values of the CDM
B̃ ∈ R|Y|×|X |, which form a sequence of non-negative correlations:

∀i ∈ {2, . . . ,min{|X |, |Y|}}, σi = E[fi(X)gi(Y )] ,

and f2, . . . , fmin{|X |,|Y|} ∈ L2(X , PX) and g2, . . . , gmin{|X |,|Y|} ∈ L2(Y, PY ) are the
corresponding maximal correlation functions, which are singular vectors of the con-
ditional expectation operator C : L2(X , PX)→ L2(Y, PY ).

2. The mutual χ2-information between X and Y can be decomposed in terms of the
aforementioned non-negative correlations:

Iχ2(X;Y ) , χ2(PX,Y ||PXPY ) =
∥∥∥B̃∥∥∥2

Fro
=

min{|X |,|Y|}∑
i=2

σ2
i .

Proof. As we mentioned earlier, part 1 of this result follows from the SVD structure
of the DTM B ∈ R|Y|×|X | or the conditional expectation operator C : L2(X , PX) →
L2(Y, PY ), which is discussed in subsections 4.2.1 and 4.2.2. Part 2 follows from part 1
and the definition of χ2-divergence in (2.9) in chapter 2.52 �

52We remark that the proof of Theorem 4.3 in [125] uses the eigen-decomposition of BTB rather
than the SVD of B. Similarly, the proof of part 3 of Theorem 4.1 (which states that the second largest
singular value of a compact conditional expectation operator C is equal to maximal correlation) in [236]
also analyzes the eigen-decomposition of the composition of C with its adjoint operator rather than
the SVD of C. This suggests that although the SVD had been developed in the nineteenth century, it
had not gained its modern widespread appeal within the probability and statistics communities in the
mid-twentieth century.
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Theorem 4.3 elegantly decomposes the statistical dependence between two random
variables X and Y into orthogonal modes, and elucidates the relative importance of
these modes via the singular values of the CDM. The modal decomposition of PX,Y in
Theorem 4.3 has been the basis of a statistical technique known as correspondence anal-
ysis, which originated in [125], and was rediscovered and developed by the French school
of data analysis [24] (also see [110,111]). While correspondence analysis has mainly been
used as an exploratory data visualization tool, cf. [110], our development of modal de-
compositions reveals their fundamental role in modern data science and machine learn-
ing applications. Indeed, we demonstrate that the maximal correlation functions yield
real-valued features

{
f2(X), . . . , fmin{|X |,|Y|}(X)

}
and

{
g2(Y ), . . . , gmin{|X |,|Y|}(Y )

}
that

carry orthogonal modes of information and aptly summarize the salient dependencies
between X and Y for an unspecified inference task.

We also remark that the decomposition of mutual χ2-information in part 2 of The-
orem 4.3 yields an illustrative upper bound on (standard) mutual information. Observe
that using Lemma 2.3 from chapter 2, we get:

I(X;Y ) ≤ log
(
1 + Iχ2(X;Y )

)
= log

min{|X |,|Y|}∑
i=1

σ2
i

 = 2 log(‖B‖Fro) (4.32)

where B ∈ R|Y|×|X | is the DTM corresponding to PX,Y , and we use the fact that σ1 = 1
(see part 1 of Theorem 4.1).

� 4.3 Local Information Geometry

In this section, we develop some local information geometric structure and use it to illus-
trate why maximal correlation functions yield useful real-valued features for unspecified
inference tasks.

� 4.3.1 Information Vectors and Feature Functions

We commence by recalling aspects of the discussion pertaining to the “local quadratic
behavior” of f -divergences at the end of subsection 2.2.1. To introduce the local geo-
metric structure on PX , we fix any reference distribution PX ∈ P◦X . Then, we consider
a local perturbation R

(ε)
X ∈ PX of the reference distribution PX :

∀x ∈ X , R(ε)
X (x) = PX(x) + ε

√
PX(x)ψ(x) (4.33)

= PX(x) (1 + εf(x)) (4.34)

where the spherical perturbation vector ψ = [ψ(1) · · · ψ(|X |)]T ∈ R|X |, cf. (2.21) and
(2.22) in chapter 2, satisfies the constraints:√

PXψ = 0 , (4.35)
‖ψ‖22 = 1 , (4.36)
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the multiplicative perturbation function f ∈ L2(X , PX), which is related to ψ via (4.6),
satisfies the equivalent constraints:

〈f,1〉PX = E[f(X)] = 0 , (4.37)

‖f‖2PX = E
[
f(X)2

]
= 1 , (4.38)

and ε ∈ R\{0} is a sufficiently small scaling parameter so that R(ε)
X is a valid pmf. The

orthogonality constraints in (4.35) and (4.37) ensure that R(ε)
X sums to unity, and the

unit norm constraints in (4.36) and (4.38) are imposed without loss of generality. We
note that instead of considering local perturbations of PX , it is possible to define a
local neighborhood, or more precisely, a χ2-divergence ball with radius ε2 around PX
and proceed with our analysis using such local neighborhoods. However, we omit an
exposition of local neighborhoods from this chapter because they are not required to
illustrate our main ideas.

Inspired by the spherical and multiplicative perturbations in (4.33) and (4.34), we
define the ensuing notions of “information vectors” and “feature functions.”

Definition 4.3 (Information Vector). We refer to any vector ψ ∈ R|X | (with stan-
dard Euclidean inner product) as an information vector if it is orthogonal to

√
PX

T and
unit norm, i.e. if it satisfies (4.35) and (4.36).

Definition 4.4 (Feature Function). We refer to any function f ∈ L2(X , PX) as
a feature function if it has zero mean and unit variance, i.e. if it satisfies (4.37) and
(4.38).

While information vectors can be used to define spherical perturbations of PX and
feature functions can be used to define multiplicative perturbations of PX , feature
functions can more generally be viewed as a means of extracting relevant features from
data or embedding categorical data into R. From this standpoint, the zero mean and unit
variance constraints in Definition 4.4 (and the equivalent constraints in Definition 4.3)
are reasonable since they do not hinder us from extracting useful information from data.
We note that the relations (4.33), (4.34), and (4.6) portray a three-way correspondence
between a locally perturbed pmf R(ε)

X of PX , an information vector ψ, and a feature
function f :

R
(ε)
X ↔ ψ ↔ f (4.39)

and we will often use the equivalent information vector or feature function representa-
tions of R(ε)

X for convenience. We next present a version of the local approximation result
in (2.25) in chapter 2 specialized to the setting of KL divergence, cf. [53], [230, Section
4.2].

Proposition 4.3 (Local Approximation of KL Divergence). Consider any two
pmfs R(ε)

X , Q
(αε)
X ∈ P◦X that are local perturbations of the reference pmf PX ∈ P◦X :

∀x ∈ X , R(ε)
X (x) = PX(x) + ε

√
PX(x) v1(x) = PX(x) (1 + ε r1(x)) (4.40)
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∀x ∈ X , Q(αε)
X (x) = PX(x) + αε

√
PX(x) v2(x) = PX(x) (1 + αε r2(x)) (4.41)

where v1, v2 ∈ R|X | are information vectors, r1, r2 ∈ L2(X , PX) are feature functions,
α ∈ R is a fixed ratio between the scaling parameters of Q(αε)

X and R(ε)
X , and ε ∈ R is

sufficiently small so that R(ε)
X and Q(αε)

X are valid strictly positive pmfs. Then, the KL
divergence between R(ε)

X and Q(αε)
X can be locally approximated as:53

D(R(ε)
X ||Q

(αε)
X ) = 1

2ε
2 ‖v1 − αv2‖22 + o

(
ε2
)

= 1
2ε

2 ‖r1 − αr2‖2PX + o
(
ε2
)

= 1
2ε

2 E
[
(r1(X)− αr2(X))2

]
+ o

(
ε2
)
.

Proof. Observe that for all x ∈ X :

log
(
R

(ε)
X (x)

Q
(αε)
X (x)

)
= log

(
R

(ε)
X (x)
PX(x)

)
− log

(
Q

(αε)
X (x)
PX(x)

)
= log(1 + εr1(x))− log(1 + αεr2(x))

= ε (r1(x)− αr2(x))− 1
2ε

2r1(x)2 + 1
2ε

2α2r2(x)2 + o
(
ε2
)

(4.42)

where second equality follows from (4.40) and (4.41), and the third equality follows
from the second order Taylor approximation of x 7→ log(1 + x) for |x| < 1. Then,
taking expectations with respect to R(ε)

X yields:

D(R(ε)
X ||Q

(αε)
X ) = εE

R
(ε)
X

[r1(X)− αr2(X)]− 1
2ε

2 E
R

(ε)
X

[
r1(X)2 − α2r2(X)2

]
+ o

(
ε2
)

= εEPX [r1(X)− αr2(X)] + ε2 EPX
[
r1(X)2 − αr1(X)r2(X)

]
− 1

2ε
2 EPX

[
r1(X)2 − α2r2(X)2

]
+ o

(
ε2
)

= 1
2ε

2 EPX
[
r1(X)2 − 2αr1(X)r2(X) + α2r2(X)2

]
+ o

(
ε2
)

= 1
2ε

2 EPX
[
(r1(X)− αr2(X))2

]
+ o

(
ε2
)

where the second equality follows from (4.40), and the third equality holds because r1
and r2 have zero mean. This proves the second local approximation in the proposition
statement. The first local approximation trivially follows from the second because of
the equivalence between information vectors and feature functions (expressed in (4.40)
and (4.41)). �

Proposition 4.3 portrays that the squared Euclidean `2-norms of spherical perturba-
tion vectors, or equivalently, squared L2(X , PX)-norms of multiplicative perturbation

53The ratio α is a constant with respect to the scaling parameter ε (which tends to 0).
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functions are good approximations of KL divergence under local perturbation assump-
tions. Indeed, setting α = 0 in Proposition 4.3 recovers the KL divergence case of (2.25)
in chapter 2. This conveys why we refer to normalized spherical perturbation vectors as
information vectors. (It is worth mentioning that squared Euclidean `2-norms of spher-
ical perturbation vectors also determine the χ2-divergence between a perturbed pmf
and the reference pmf without any local approximations.)

We close this subsection by providing a useful interpretation of feature functions.
Suppose α = 1, and consider the locally perturbed pmfs R(ε)

X , Q
(ε)
X ∈ P◦X as defined in

(4.40) and (4.41). It is well-known that log-likelihood ratio functions serve as useful
sufficient statistics in various inference problems. Using (4.42) (with α = 0), we can
show that the log-likelihood ratio function LR : X → R between R(ε)

X and PX is locally
proportional to the corresponding feature function r1 ∈ L2(X , PX):

∀x ∈ X , LR(x) , log
(
R

(ε)
X (x)
PX(x)

)
= εr1(x) + o(ε) . (4.43)

Similarly, the log-likelihood ratio function LQ : X → R between Q(ε)
X and PX satisfies:

∀x ∈ X , LQ(x) , log
(
Q

(ε)
X (x)
PX(x)

)
= εr2(x) + o(ε) . (4.44)

Therefore, feature functions locally represent log-likelihood ratios of locally perturbed
pmfs to the reference pmf. Furthermore, (4.42) also implies that the log-likelihood ratio
between R(ε)

X andQ(ε)
X is locally proportional to the difference between the corresponding

feature functions:

∀x ∈ X , log
(
R

(ε)
X (x)

Q
(ε)
X (x)

)
= LR(x)− LQ(x) = ε (r1(x)− r2(x)) + o(ε) (4.45)

where we use (4.43) and (4.44). This portrays that the function r1 − r2 ∈ L2(X , PX)
contains all the information required to distinguish between R(ε)

X (x) and Q(ε)
X (x) in a bi-

nary hypothesis testing scenario under local approximations (because the log-likelihood
ratio in (4.45) is a sufficient statistic for this problem).

� 4.3.2 Local Geometry of Binary Hypothesis Testing

As a (non-rigorous) example of how to exploit the local approximation structure intro-
duced in subsection 4.3.1, consider a binary hypothesis testing problem with hypoth-
esis random variable U ∼ Bernoulli

(1
2
)
(i.e. uniform Bernoulli prior), and likelihoods

PX|U=0 = R
(ε)
X and PX|U=1 = Q

(ε)
X given by the locally perturbed pmfs defined in (4.40)

and (4.41) (where we assume that α = 1). Suppose we observe n ∈ N samples Xn
1 that

are drawn conditionally i.i.d. given U from the likelihoods:

Given U = 0 : Xn
1

i.i.d.∼ PX|U=0 = R
(ε)
X , (4.46)
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Given U = 1 : Xn
1

i.i.d.∼ PX|U=1 = Q
(ε)
X . (4.47)

Then, the decision rule that minimizes the probability of error in inferring the hypothesis
U based on the samples Xn

1 is the maximum likelihood (ML) decision rule ÛnML : X n →
{0, 1}:

1
n

n∑
i=1

log
(
R

(ε)
X (Xi)

Q
(ε)
X (Xi)

)
= Ên[LR(X)− LQ(X)]

ÛnML(Xn
1 ) = 0

R
ÛnML(Xn

1 ) = 1
0 (4.48)

where we use (4.45), and Ên[·] denotes the empirical expectation operator corresponding
to the empirical distribution P̂Xn

1
of the observations Xn

1 (see (C.13) and (C.14) in
appendix C.2). We next illustrate the elegant geometry associated with the ML decision
rule.

For sufficiently large sample size n, since P̂Xn
1
is restricted to a small neighborhood

around the true distribution that generates the i.i.d. samples Xn
1 with high probability

(cf. Theorem C.2 in appendix C.2), and the true distribution is a local perturbation of
PX , we may assume that P̂Xn

1
is also a local perturbation of PX :

∀x ∈ X , P̂Xn
1

(x) = PX(x) + γε
√
PX(x) ψ̂(x) (4.49)

= PX(x)
(
1 + γεf̂(x)

)
(4.50)

with information vector ψ̂ ∈ R|X | and feature function f̂ ∈ L2(X , PX), where γ > 0 is
a fixed ratio between the scaling parameters of P̂Xn

1
and R(ε)

X , Q
(ε)
X . Thus, we can write:

Ên[LR(X)− LQ(X)] = EPX [LR(X)− LQ(X)] + γεEPX
[
f̂(X) (LR(X)− LQ(X))

]
= γεEPX

[
f̂(X) (LR(X)− LQ(X))

]
+ o

(
ε2
)

= γε2 EPX
[
f̂(X) (r1(X)− r2(X))

]
+ o

(
ε2
)

= γε2
〈
f̂ , r1 − r2

〉
PX

+ o
(
ε2
)

(4.51)

= γε2 ψ̂T (v1 − v2) + o
(
ε2
)

(4.52)

where the first equality follows from (4.50), the second equality follows from (4.42) and
the zero mean and unit variance constraints on feature functions, the third equality
follows from (4.43) and (4.44), and the final equality follows from (4.40), (4.41), (4.49),
and (4.50). This implies that the ML decision rule in (4.48) can be described as:

ψ̂T (v1 − v2) + o(1)
ÛnML(Xn

1 ) = 0

R
ÛnML(Xn

1 ) = 1
0 (4.53)

under appropriate local approximation assumptions (with high probability for suffi-
ciently large n).
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The characterization in (4.53) has a beautiful geometric interpretation. It portrays
that under local approximations, the ML decision rule simply projects the information
vector ψ̂ corresponding to the empirical distribution P̂Xn

1
onto the direction v1 − v2.

In other words, it suffices to only monitor the spherical perturbation of P̂Xn
1
from PX

along one specific direction that is relevant to making decisions between R(ε)
X and Q(ε)

X .
For inference problems based on i.i.d. samples (and memoryless noise models), the

order of the data samples is irrelevant in the decision making.54 So, the information
contained in the data is carried by the empirical distribution. Under local approxima-
tions, evaluating the empirical expectation of various feature functions can therefore
be viewed as monitoring the components of the spherical perturbation of the empirical
distribution along different directions, or equivalently, as extracting different kinds of
partial information. As we discussed at the outset of this chapter, when the desired
latent (hypothesis) variable U and the likelihoods of the data X given U are known,
we can easily determine which part of the information in the data is “useful.” For ex-
ample, in the binary hypothesis testing scenario above, the projection ψ̂T (v1 − v2) is a
(local) sufficient statistic of the data Xn

1 for making decisions on U , and all other or-
thogonal components of ψ̂ can be discarded. Without this knowledge, we cannot deem
any part of the information in the data as irrelevant. However, processing, storage, or
communication constraints often compel us to discard some partial information in high-
dimensional problems. Intelligently doing this without severely degrading performance
in future inference tasks requires some geometric structure to decompose information
into parts that can potentially be dissipated. In the next subsection, we explain how
modal decompositions address such lossy information processing problems.

� 4.3.3 Feature Extraction using Modal Decompositions

We now illustrate how to find relevant features for an unspecified inference task based
on modal decompositions. Suppose we observe i.i.d. samples X1, . . . , Xn ∈ X from
some distribution that is a local perturbation of a reference distribution PX ∈ P◦X .
Our discussion on binary hypothesis testing conveys that the problem of decompos-
ing the information contained in P̂Xn

1
into parts reduces to decomposing the infor-

mation vector ψ̂ ∈ R|X | (cf. (4.49)) in terms of an orthonormal basis of informa-
tion vectors {v1, . . . , v|X |−1} ⊆ R|X |, or equivalently, decomposing the feature function
f̂ ∈ L2(X , PX) (cf. (4.50)) in terms of the orthonormal (or pairwise uncorrelated) basis
of feature functions {r1, . . . , r|X |−1} ⊆ L2(X , PX), where each ri is related to vi via
(4.30).55 Specifically, this entails computing the inner products or projection statistics:

ψ̂T vi = EPX
[
f̂(X)ri(X)

]
∝ Ên[ri(X)] = 1

n

n∑
j=1

ri(Xj) (4.54)

54More generally, this is also true for exchangeable sampling models.
55Recall that v1, . . . , v|X|−1 are all orthogonal to ψ1 =

√
PX

T , and r1, . . . , r|X|−1 are all zero mean
i.e. orthogonal to f1 = 1 in the L2(X , PX)-inner product sense.
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for all i ∈ {1, . . . , |X | − 1}, where the proportionality follows from (4.50). By the com-
pleteness of the basis {v1, . . . , v|X |−1}, we can recover ψ̂ from the set of all inner products
{ψ̂T vi : i ∈ {1, . . . , |X |−1}}. Hence, the set of real-valued projection statistics in (4.54)
for i ∈ {1, . . . , |X | − 1} decomposes the information contained in the empirical distri-
bution P̂Xn

1
under local approximations. At this point, there is no reason to believe any

projection statistic is more valuable or informative than any other projection statistic
(irrespective of our choice of orthonormal basis). However, the story is different when
we observe i.i.d. data through a memoryless noise model.

Fix any joint pmf PX,Y ∈ PX×Y with marginal reference pmfs PX ∈ P◦X and PY ∈
P◦Y , and let the conditional distribution PY |X ∈ PY|X denote the memoryless noise
model or channel from X to Y.56 Since the row stochastic matrix corresponding to the
channel PY |X maps distributions in PX to distributions in PY via left multiplication, it
also maps information vectors in R|X | and feature functions in L2(X , PX) to information
vectors in R|Y| and feature functions in L2(Y, PY ), respectively. In particular, it is
straightforward to verify that the channel transformation on information vectors is
given by the DTM B ∈ R|Y|×|X | (or the CDM B̃ ∈ R|Y|×|X |—see Definitions 4.1 and
4.2) corresponding to PX,Y , and the the channel transformation on feature functions is
given by the associated conditional expectation operator C : L2(X , PX) → L2(Y, PY )
(see (4.5)). So, the channel PY |X maps the locally perturbed input pmf R(ε)

X ∈ P◦X in
(4.33) and (4.34):

∀x ∈ X , R(ε)
X (x) = PX(x) + ε

√
PX(x)ψ(x) = PX(x) (1 + εf(x)) (4.55)

with scaling parameter ε ∈ R, information vector ψ ∈ R|X |, and feature function f ∈
L2(X , PX), to the locally perturbed output pmf R(ετ)

Y ∈ P◦Y :

∀y ∈ Y, R(ετ)
Y (y) = PY (y) + ετ

√
PY (y)φ(y) = PY (y) (1 + ετg(y)) (4.56)

with scaling parameter ετ ∈ R, information vector φ ∈ R|Y|, and feature function
g ∈ L2(Y, PY ), if and only if we have:

Bψ = B̃ψ = τφ (4.57)
C(f) = τg (4.58)

where τ = ‖Bψ‖2 ∈ [0, 1] ensures that φ and g are normalized. Note that parts 1 and
2 of Theorem 4.1 ensure that τ ≤ 1 and that φ and g satisfy the relevant orthogonality
properties.

By Proposition 4.3, the KL divergence between R(ε)
X and PX is given by:

D(R(ε)
X ||PX) = 1

2ε
2 ‖ψ‖22 + o

(
ε2
)

= 1
2ε

2 E
[
f(X)2

]
+ o

(
ε2
)

(4.59)

56Note that our development of the local information geometry of information vectors and feature
functions trivially carries over to PY .
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and the KL divergence between R(ετ)
Y and PY is given by:

D(R(ετ)
Y ||PY ) = 1

2ε
2 ‖Bψ‖22 + o

(
ε2
)

= 1
2ε

2E
[
E[f(X)|Y ]2

]
+ o

(
ε2
)
. (4.60)

This shows that for any information vector ψ ∈ R|X | or feature function f ∈ L2(X , PX)
with fixed input KL divergence given by ‖ψ‖22 = E[f(X)2] = 1, the output KL diver-
gence is determined by ‖Bψ‖22 = E[E[f(X)|Y ]2], which depends on the direction of ψ or
f and the (common) SVD structure of B and C. (This is why we refer to B ∈ R|Y|×|X |
as the divergence transition matrix.) Hence, depending on the SVD of B and C, some
information vectors and feature functions are corrupted severely by the channel PY |X ,
while others remain more observable at the output end.

Parts 3 and 4 of Theorem 4.1 portray that when the input information vector ψ = ψ2
(the dominant right singular vector of B̃), the output KL divergence is locally maximized
so that ‖Bψ‖22 = ‖Bψ2‖22 = σ2

2 = ρmax(X;Y )2, and the output information vector
φ = φ2 (the dominant left singular vector of B̃). Equivalently, the output KL divergence
is locally maximized when the input feature function f is the maximal correlation
function f2 ∈ L2(X , PX) in the modal decomposition of PX,Y (see Theorem 4.3), and
the corresponding output feature function g is the maximal correlation function g2 ∈
L2(Y, PY ). More precisely, the specialization of Theorem 2.1 from chapter 2 to KL
divergence yields:

σ2
2 = lim

ε→0+
sup

RX∈PX :
0<D(RX ||PX)≤ 1

2 ε
2

D(RY ||PY )
D(RX ||PX) (4.61)

where RY ∈ PY is the marginal pmf of Y induced by RX after it passes through the
channel PY |X , and the supremum in (4.61) is achieved by the trajectory of locally
perturbed pmfs (see subsection 2.3.1):

∀x ∈ X , R̃(ε)
X (x) = PX(x) + ε

√
PX(x)ψ2(x) = PX(x) (1 + εf2(x)) (4.62)

as ε → 0+. Hence, while the DPI for KL divergence states that R(ε)
X and PX become

less distinguishable after passing through the channel PY |X :57

D(R(ετ)
Y ||PY ) ≤ D(R(ε)

X ||PX) , (4.63)

(4.61) conveys that the reduction of KL divergence is locally minimized when R
(ε)
X =

R̃
(ε)
X , i.e. when ψ = ψ2 or f = f2. This means that the maximal correlation func-

tions f2 and g2 are the feature functions which correspond to multiplicative perturba-
tion directions that are least corrupted by the channel PY |X . More generally, Propo-
sition 4.1 illustrates that to locally minimize the largest reduction of output KL di-
vergence over a k-dimensional input spherical or multiplicative perturbation subspace

57It is well-known that KL divergence characterizes the error exponent in Stein’s regime of binary
hypothesis testing, cf. [230, Section 13.1].
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with k ∈ {1, . . . ,min{|X |, |Y|} − 1}, we must use the k-dimensional subspace of infor-
mation vectors spanned by ψ2, . . . , ψk+1 ∈ R|X |, or feature functions spanned by the
maximal correlation functions f2, . . . , fk+1 ∈ L2(X , PX) (see Theorem 4.3). Therefore,
the maximal correlation functions f2, . . . , fk+1 and g2, . . . , gk+1 ∈ L2(Y, PY ) are the fea-
ture functions which correspond to the set of k uncorrelated multiplicative perturbation
directions that are least corrupted by the channel PY |X . (We remark the the contrac-
tion of KL divergence under local approximations along different maximal correlation
function directions can be construed as a finer kind of SDPI.)

Let us now state our high-dimensional feature extraction problem from a local in-
formation geometric lens. Suppose we only observe i.i.d. noisy outputs Y1, . . . , Yn of
a known memoryless channel PY |X with hidden i.i.d. inputs X1, . . . , Xn from an un-
known distribution that is a local perturbation of PX . Since |Y| is very large in the
high-dimensional regime, we want to discard parts of the information in the empirical
distribution P̂Y n1 ∈ PY :

∀y ∈ Y, P̂Y n1 (y) , 1
n

n∑
i=1

1{Yi = y} , (4.64)

which we can assume is a local perturbation of PY with corresponding information
vector φ̂ ∈ R|Y| and feature function ĝ ∈ L2(Y, PY ) (with high probability for sufficiently
large n, as explained in the previous subsection). So, instead of keeping all |Y| − 1
real numbers that define P̂Y n1 , we would like to store k ∈ {1, . . . , |Y| − 1} real-valued
features (where typically k � |Y|). Unlike earlier, we now have a canonical choice of
orthonormal basis of information vectors or feature functions to project on. In particular,
our development so far portrays that we should compute the projection statistics (see
Proposition 4.1):

∀i ∈ {2, . . . , k + 1}, φ̂Tφi = EPY [ĝ(Y )gi(Y )] ∝ 1
n

n∑
j=1

gi(Yj) (4.65)

corresponding to the k dominant left singular vectors of B̃, or the maximal correlation
functions g2, . . . , gk+1 in the modal decomposition of PX,Y (see Theorem 4.3). Fur-
thermore, these statistics are defined by feature functions g2, . . . , gk+1 of Y that are
maximally correlated with corresponding feature functions f2, . . . , fk+1 of X.

Returning to our discussion at the outset of this chapter, suppose we truly have a
Markov model U → Xn

1 → Y n
1 , where the latent variable U and its probability dis-

tribution PU are unknown, X1, . . . , Xn are conditionally i.i.d. given U with unknown
conditional distribution PX|U , and Y n

1 are noisy outputs of the data Xn
1 from the known

memoryless channel PY |X . We observe i.i.d. samples Y n
1 conditioned on some value of

U , but the inference task of decoding U is unspecified because U , PU , and PX|U are
unknown. Under the assumption that all conditional pmfs in PX|U are local perturba-
tions of PX (which is known), if we are compelled to store only k real-valued features
of Y n

1 for the purposes of inferring U (which may be revealed in the future), then it is
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reasonable to compute the k projection statistics in (4.65) corresponding to the k domi-
nant maximal correlation functions g2, . . . , gk+1. Indeed, these projection directions are
the most observable at the output end of the channel PY |X . This illustrates the util-
ity of modal decompositions and maximal correlation functions for extracting useful
features in high-dimensional scenarios. Moreover, in practice, it is convenient to use
maximal correlation feature functions without considering how well our local approxi-
mation assumptions hold, because maximal correlation functions can be easily learned
using structured and efficient algorithms (as the next section shows).

Since we will not examine local approximations in the remainder of this chapter, it
is worth mentioning another elegant observation based on local approximations before
we proceed to the next section. The ensuing proposition uses Proposition 4.3 to obtain
a modal decomposition of mutual information, which parallels part 2 of Theorem 4.3
and (4.32), under a “weak dependence” assumption.
Proposition 4.4 (Modal Decomposition of Mutual Information). Suppose the
bivariate distribution P (ε)

X,Y ∈ P◦X×Y satisfies the weak dependence condition:

∀x ∈ X , ∀y ∈ Y, P (ε)
X,Y (x, y) = PX(x)PY (y) + ε

√
PX(x)PY (y) ζ(x, y) (4.66)

where ε ∈ R is a sufficiently small scaling parameter, ζ : X ×Y → R is a fixed spherical
perturbation such that: ∑

x∈X

∑
y∈Y

√
PX(x)PY (y) ζ(x, y) = 0 ,

and PX ∈ P◦X and PY ∈ P◦Y are the fixed marginal distributions of P (ε)
X,Y (i.e. P (ε)

X,Y

is a local perturbation of the product distribution PXPY ∈ P◦X×Y). Then, the mutual
information between X and Y can be locally approximated as:

Iε(X;Y ) , D(P (ε)
X,Y ||PXPY ) = 1

2

∥∥∥B̃ε∥∥∥2

Fro
+ o

(
ε2
)

= 1
2

min{|X |,|Y|}∑
i=2

σi(Bε)2 + o
(
ε2
)

where B̃ε ∈ R|Y|×|X | and Bε ∈ R|Y|×|X | denote the CDM and DTM associated with
P

(ε)
X,Y , respectively.

Proof. Using Proposition 4.3 with α = 0, we get:

D(P (ε)
X,Y ||PXPY ) = 1

2ε
2 ∑
x∈X

∑
y∈Y

ζ(x, y)2 + o
(
ε2
)

= 1
2
∑
x∈X

∑
y∈Y

P (ε)
X,Y (x, y)− PX(x)PY (y)√

PX(x)PY (y)

2

+ o
(
ε2
)

= 1
2

∥∥∥B̃ε∥∥∥2

Fro
+ o

(
ε2
)

where the second equality follows from (4.66), the third equality follows from Definition
4.2, and ‖B̃ε‖2Fro scales likes ε2 (when X and Y are not independent). �
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� 4.4 Algorithm for Information Decomposition and Feature Extraction

We begin this section by recalling a complementary perspective that also demonstrates
the utility of modal decompositions for the purposes of feature extraction. Given a bi-
variate distribution PX,Y ∈ PX×Y , it is often desirable to cluster the elements of X
or Y in a manner that captures the important dependencies between X and Y . For
example, in the “Netflix problem” [23], where X is the set of subscriber indices and Y
is the set of movie indices, clustering the subscribers in X according to what movies
they watch can help in recommendation systems since subscribers in the same cluster
probably have similar tastes in movies. Likewise, clustering the movies in Y accord-
ing to which subscribers watch them can potentially help identify movies in the same
genre (without any genre labels). However, since our random variables are categorical,
in order to utilize simple clustering algorithms such as K-means clustering, we must
first embed elements of X or Y into points in k-dimensional Euclidean spaces with
k ∈ {1, . . . ,min{|X |, |Y|} − 1}. As we discussed in subsection 4.2.2, a natural choice of
k real-valued features of X and Y that summarize the salient dependencies between
X and Y for an unspecified inference task is to use the maximal correlation functions
{f2(X), . . . , fk+1(X)} ⊆ L2(X , PX) and {g2(Y ), . . . , gk+1(Y )} ⊆ L2(Y, PY ). These fea-
ture functions carry orthogonal modes of information, and each fi(X) is maximally
correlated with gi(Y ) subject to being orthogonal to all previous maximal correlation
functions. Furthermore, these functions yield the following embeddings of X and Y into
the Euclidean space Rk:

X 3 x 7→ [f2(x) · · · fk+1(x)]T ∈ Rk , (4.67)
Y 3 y 7→ [g2(y) · · · gk+1(y)]T ∈ Rk , (4.68)

which permit us to cluster the elements of X and Y by clustering the corresponding
embedded points in Rk. Therefore, both the local information geometric perspective
in subsection 4.3.3 and the categorical data embedding perspective here identify max-
imal correlation functions as the feature functions that are particularly suitable for
decomposing information and for future use in unspecified inference tasks.

In practical settings, we rarely have knowledge of the true distribution PX,Y . Instead,
we usually have access to n ∈ N samples of training data {(Xi, Yi) ∈ X × Y : i ∈
{1, . . . , n}} that (we assume) are drawn i.i.d. from the unknown distribution PX,Y . For
instance, in the “Netflix problem,” each sample (Xi, Yi) conveys that subscriber Xi has
streamed movie Yi. To solve the unsupervised learning problem of finding k real-valued
features of X and Y that summarize the salient dependencies between X and Y for an
unspecified inference task, we need to develop an algorithm that efficiently estimates
the first few dominant maximal correlation functions in the modal decomposition of
PX,Y from training data. Fortunately, since maximal correlation functions are singular
vectors of a conditional expectation operator, we can draw on existing techniques from
the numerical linear algebra literature.
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� 4.4.1 Orthogonal Iteration Method

We assume for the time being that PX,Y ∈ PX×Y is known, and hence, its corresponding
DTM B ∈ R|Y|×|X | and CDM B̃ ∈ R|Y|×|X | are also known. Due to the equivalence be-
tween the DTM and the conditional expectation operator C : L2(X , PX)→ L2(Y, PY )
shown in subsection 4.2.1, we consider the problem of computing dominant singular
vectors of B̃, which correspond to maximal correlation functions via (4.13) and (4.14).
One of the earliest and most well-known algorithms for computing the principal singular
value and its corresponding singular vectors is the power iteration method from numeri-
cal linear algebra, which simply repeatedly multiplies B̃T B̃ to an arbitrary initial vector
ψ ∈ R|X | (with intermediate re-normalization steps), cf. [106, Section 7.3.1], [66, Sec-
tion 4.4.1]. If ψ has a component in the direction of the principal right singular vec-
tor ψ2 ∈ R|X | of B̃, and the principal singular value σ2 of B̃ is well-separated from
the second largest singular value σ3, then it can be shown that the power iteration
method converges exponentially fast with rate σ2

3/σ
2
2 to ψ2. Furthermore, the leading

k ∈ {1, . . . ,min{|X |, |Y|} − 1} singular vectors of B̃ can be computed sequentially by
repeatedly running the power iteration method with initial vectors that are orthogonal
to all previously computed leading singular vectors.

However, it is preferable to compute the leading k singular vectors of B̃ in parallel.
The most basic algorithm that achieves this is the orthogonal iteration method, cf. [106,
Section 7.3.2], [66, Section 4.4.3], which is presented as Algorithm 1. We note that the
termination condition of Algorithm 1 is derived from the variational characterization
in Proposition 4.2, which portrays that tr

((
Û

(i)
k

)T
B̃V̂

(i)
k

)
achieves its maximum possible

value of ‖B̃‖(1,k) when V̂
(i)
k and Û (i)

k have columns equal to the leading k right and left
singular vectors of B̃, respectively. Moreover, the thin QR decomposition steps in the
algorithm can be computed using the classical Gram-Schmidt process or using more
sophisticated techniques like Householder transformations or Givens rotations [106,
Section 5.2].

The convergence properties of Algorithm 1 are well-established in the literature, cf.
[106, Section 7.3.2], [66, Section 4.4.3]. For example, if the singular values of B̃ are well-
separated, and the initialization matrix V (1)

k ∈ R|X |×k has columns v2, . . . , vk+1 ∈ R|X |
that satisfy the condition:

∃ distinct j1, . . . , jk ∈ {2, . . . , k + 1}, ∀i ∈ {1, . . . , k}, ψTi+1vji 6= 0 , (4.69)

then as i → ∞, V (i)
k and U (i)

k converge exponentially fast with rate σ2
k+2/σ

2
k+1 to the

true orthonormal k-frames of right and left singular vectors [ψ2 · · · ψk+1] ∈ Vk(R|X |)
and [φ2 · · · φk+1] ∈ Vk(R|Y|), respectively, up to permutations of the columns, and
tr
((
Û

(i)
k

)T
B̃V̂

(i)
k

)
converges to the true Ky Fan k-norm ‖B̃‖(1,k) (see Proposition 4.2).

Appropriate generalizations of these convergence results hold when the singular values
of B̃ are not distinct or the condition in (4.69) is not satisfied, but we omit an exposition
of such generalizations for brevity. Although we only present the orthogonal iteration
method for SVD computation in this chapter, we remark that there are several other
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Require: CDM B̃ ∈ R|Y|×|X |, number of modes k ∈ {1, . . . ,min{|X |, |Y|} − 1}.
1. Initialization: Randomly choose V (1)

k ∈ R|X |×k, and set iteration index i = 0.
repeat
2. Increment the iteration index: i← i+ 1.
3. Orthonormalize V (i)

k ∈ R|X |×k using the thin QR decomposition to obtain V̂ (i)
k ∈

Vk(R|X |):
V

(i)
k = V̂

(i)
k R

(i)
1

where R(i)
1 ∈ Rk×k is an upper triangular matrix.

4. Compute the update U (i)
k ∈ R|Y|×k:

U
(i)
k = B̃V̂

(i)
k .

5. Orthonormalize U (i)
k using the thin QR decomposition to obtain Û (i)

k ∈ Vk(R|Y|):

U
(i)
k = Û

(i)
k R

(i)
2

where R(i)
2 ∈ Rk×k is an upper triangular matrix.

6. Compute the update V (i+1)
k ∈ R|X |×k:

V
(i+1)
k = B̃T Û

(i)
k .

until tr
((
Û

(i)
k

)T
B̃ V̂

(i)
k

)
stops increasing.

Algorithm 1. Orthogonal Iteration Method.

algorithms in the numerical linear algebra literature that compute SVDs with better
numerical stability and faster convergence rate, e.g. the QR iteration algorithm and
its numerically enhanced variants, Krylov subspace based methods such as the Lanczos
algorithm, etc. We refer readers to [66,106] for further details regarding such algorithms.

� 4.4.2 Extended Alternating Conditional Expectations Algorithm

While the orthogonal iteration method for computing singular vectors of B̃ from sub-
section 4.4.1 is well-known, we now present an equivalent statistical version of this algo-
rithm that directly computes maximal correlation functions (or singular vectors of C).
In particular, the equivalence between the DTM B ∈ R|Y|×|X | and the conditional expec-
tation operator C : L2(X , PX)→ L2(Y, PY ) shown in section 4.2 allows us to transform
Algorithm 1 into the equivalent Algorithm 2. We note that steps 6 and 10 in Algorithm
2 correspond to steps 4 and 6 in Algorithm 1, respectively, where we use the fact that
BT ∈ R|X |×|Y| is equivalent to the adjoint operator C∗ : L2(Y, PY ) → L2(X , PX) of C
(in a sense similar to (4.9) mutatis mutandis), and C∗ maps any function g ∈ L2(Y, PY )
to the function C∗(g) ∈ L2(X , PX) given by (cf. appendix C.3):

∀x ∈ X , (C∗(g))(x) = E[g(Y )|X = x] . (4.70)
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Require: Joint pmf PX,Y ∈ PX×Y , number of modes k ∈ {1, . . . ,min{|X |, |Y|} − 1}.
1. Initialization: Randomly choose r(1)

k : X → Rk, and set iteration index i = 0.
repeat
2. Increment the iteration index: i← i+ 1.
3. Center the function r(i)

k : X → Rk to obtain the function r(i)
k,0 : X → Rk:

∀x ∈ X , r(i)
k,0(x) = r

(i)
k (x)− E

[
r

(i)
k (X)

]
.

4. Compute the Cholesky decomposition of the covariance matrix of r(i)
k,0(X) to

obtain the upper triangular matrix R(i)
1 ∈ Rk×k:

E
[
r

(i)
k,0(X) r(i)

k,0(X)T
]

=
(
R

(i)
1

)T
R

(i)
1 .

5. Whiten r(i)
k,0(X) using R(i)

1 to obtain the function r̂(i)
k : X → Rk:

∀x ∈ X , r̂(i)
k (x) =

(
R

(i)
1

)−T
r

(i)
k,0(x) .

6. Compute the updated function s(i)
k : Y → Rk:

∀y ∈ Y, s(i)
k (y) = E

[
r̂

(i)
k (X)

∣∣∣Y = y
]
.

7. Center the function s(i)
k to obtain the function s(i)

k,0 : Y → Rk:

∀y ∈ Y, s(i)
k,0(y) = s

(i)
k (y)− E

[
s

(i)
k (Y )

]
.

8. Compute the Cholesky decomposition of the covariance matrix of s(i)
k,0(Y ) to

obtain the upper triangular matrix R(i)
2 ∈ Rk×k:

E
[
s

(i)
k,0(Y ) s(i)

k,0(Y )T
]

=
(
R

(i)
2

)T
R

(i)
2 .

9. Whiten s(i)
k,0(Y ) using R(i)

2 to obtain the function ŝ(i)
k : Y → Rk:

∀y ∈ Y, ŝ(i)
k (y) =

(
R

(i)
2

)−T
s

(i)
k,0(y) .

10. Compute the updated function r(i+1)
k : X → Rk:

∀x ∈ X , r(i+1)
k (x) = E

[
ŝ

(i)
k (Y )

∣∣∣X = x
]
.

until E
[
r̂

(i)
k (X)T ŝ(i)

k (Y )
]
stops increasing.

Algorithm 2. Extended ACE Algorithm.

Steps 4 and 5 in Algorithm 2 correspond to step 3 in Algorithm 1. To verify this,
consider a matrix Vk = [v2 · · · vk+1] ∈ R|X |×k (similar to V (i)

k in Algorithm 1) where
v2, . . . , vk+1 ∈ R|X |, and a corresponding vector-valued function rk : X → Rk, rk(x) =
[r2(x) · · · rk+1(x)]T (similar to r(i)

k in Algorithm 2) where r2, . . . , rk+1 ∈ L2(X , PX),
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such that (4.30) holds. Then, if Vk has thin QR decomposition Vk = V̂kR1, where
V̂k ∈ Vk(R|X |) and R1 ∈ Rk×k is upper triangular, we have using (4.30) that:

E
[
rk(X) rk(X)T

]
= V T

k Vk = RT1 V̂
T
k V̂kR1 = RT1 R1 (4.71)

where R1 is the Cholesky factor in the Cholesky decomposition of the covariance matrix
of rk(X) [106, Theorem 4.2.5], [129, Corollary 7.2.9]. This establishes the desired cor-
respondence. Similarly, steps 8 and 9 in Algorithm 2 correspond to step 5 in Algorithm
1.58 The additional centering steps 3 and 7 in Algorithm 2 are required because steps 6
and 10 in Algorithm 2 perform updates using the operators C and C∗, which correspond
to B and BT , respectively, rather than the matrices B̃ and B̃T used in steps 4 and 6 in
Algorithm 1.59 Finally, we note that the termination condition of Algorithm 2 is also
derived from the variational characterization in Proposition 4.2.

Due to the equivalence between Algorithms 1 and 2, the convergence properties
of Algorithm 2 trivially follow from the convergence properties of Algorithm 1. For
example, as before, if the singular values of C are well-separated, and the initialization
function r(1)

k : X → Rk has coordinate functions r(1)
2 , . . . , r

(1)
k+1 ∈ L2(X , PX) such that

r
(1)
k (x) =

[
r

(1)
2 (x) · · · r(1)

k+1(x)
]T for all x ∈ X and the coordinate functions satisfy a

condition akin to (4.69):

∃ distinct j1, . . . , jk ∈ {2, . . . , k + 1}, ∀i ∈ {1, . . . , k}, E
[
fi+1(X) r(1)

ji
(X)

]
6= 0 , (4.72)

then as i → ∞, r(i)
k and s

(i)
k converge exponentially fast to the k leading maximal

correlation functions (stacked into vectors) X 3 x 7→ [f2(x) · · · fk+1(x)]T and Y 3 y 7→
[g2(y) · · · gk+1(y)]T , respectively, up to permutations of the entries.60

In the case k = 1, the simplified Algorithm 2 is known as the alternating condi-
tional expectations (ACE) algorithm in the non-parametric regression literature [35].
So, we briefly elucidate the connection between maximal correlation and regression.
In [35], Breiman and Friedman study a generalization of the following idealized regres-
sion problem:

min
f∈L2(X ,PX), g∈L2(Y,PY ):

E[f(X)]=E[g(Y )]=0,
E[f(X)2]=E[g(Y )2]=1

E
[
(f(X)− g(Y ))2

]
(4.73)

where X and Y are general sets and PX,Y is a general joint probability measure such
that L2(X , PX) and L2(Y, PY ) are separable Hilbert spaces, and we assume that the

58We remark that the Cholesky decomposition and whitening steps of Algorithm 2 can be executed
using more efficient approaches if desired.

59Technically, we only need to center r(1)
k once at the beginning of Algorithm 2, and r

(i)
k should

remain zero mean over iterations. However, repeatedly centering in Algorithm 2 makes it more stable
(particularly when empirical expectations are used instead of true ones).

60We remark that the Cholesky decompositions in Algorithm 2 are unique, and the inverses in steps
5 and 9 exist, when the aforementioned conditions for convergence are satisfied.
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minimum exists. Since E[(f(X)− g(Y ))2] = E[f(X)2] − 2E[f(X)g(Y )] + E[g(Y )2] =
2 − 2E[f(X)g(Y )] for any normalized functions f ∈ L2(X , PX) and g ∈ L2(Y, PY ),
the minimizing functions of (4.73) are precisely the maximal correlation functions that
extremize (4.1). Hence, the non-parametric regression problem in (4.73) is equivalent
to the maximal correlation problem in (4.1), and both can be solved using the ACE
algorithm. Furthermore, the SVD computation view of the ACE algorithm is already
(tacitly) present in [35]. So, from a statistical perspective, our main contribution in
this section is the extension of the standard ACE algorithm in Algorithm 2 so that it
computes multiple maximal correlation functions in parallel. This is why we refer to
Algorithm 2 as the extended ACE algorithm.

We next return to the setting where the true distribution PX,Y is unknown, but we
are given i.i.d. training data {(Xi, Yi) ∈ X × Y : i ∈ {1, . . . , n}} from PX,Y . We cannot
directly use the extended ACE algorithm to estimate k ∈ {1, . . . ,min{|X |, |Y|} − 1}
leading pairs of maximal correlation functions from this data, because Algorithm 2
requires knowledge of PX,Y . However, a natural modification is to use the empirical joint
distribution P̂Xn

1 ,Y
n

1
of the data in Algorithm 2 in place of PX,Y , where the empirical

joint distribution is defined as:

∀x ∈ X , ∀y ∈ Y, P̂Xn
1 ,Y

n
1

(x, y) , 1
n

n∑
i=1

1{Xi = x, Yi = y} . (4.74)

We refer to this modified version of Algorithm 2 as the sample extended ACE algorithm,
where we replace the expectations in steps 3, 4, 7, and 8, and the termination condition
of Algorithm 2 with empirical expectations, and the conditional expectations in steps
6 and 10 with empirical conditional expectations. For example, step 6 is modified to:

∀y ∈ Y, s(i)
k (y) = 1

nP̂Y n1 (y)

n∑
j=1

r̂
(i)
k (Xj)1{Yj = y} . (4.75)

In practice, the different empirical expectations can be computed with (possibly over-
lapping) subsets of the n samples to improve computational complexity. Furthermore,
Algorithm 1 can also be modified to use training data by replacing the true CDM in
steps 4 and 6 and the termination condition with the CDM corresponding to the em-
pirical joint distribution P̂Xn

1 ,Y
n

1
, and we refer to the resulting algorithm as the sample

orthogonal iteration method.
On the computational front, well-known results from numerical linear algebra (dis-

cussed earlier) suggest that under mild regularity conditions, the sample extended ACE
algorithm and sample orthogonal iteration method are both guaranteed to converge ex-
ponentially fast to estimates of the true k leading pairs of maximal correlation functions
or singular vectors of B̃. Hence, these algorithms are known to be computationally ef-
ficient, and we do not delve into their computational complexity in this thesis.

On the statistical front, we will perform sample complexity analysis of the sample
orthogonal iteration method in section 4.6. This analysis will also hold mutatis mutandis
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for the sample extended ACE algorithm due to the equivalence between Algorithms 1
and 2. Specifically, we will focus on the high-dimensional regime where the sample size
n is large enough to accurately estimate the true marginals PX ∈ P◦X and PY ∈ P◦Y ,
but not large enough to accurately estimate the true joint pmf PX,Y ∈ PX×Y . So, in
our analysis, we will assume that PX and PY are known, but PX,Y is not known. This
assumption is reasonable even if the sample size n is not large enough to accurately
estimate the marginals PX and PY , because additional unlabeled training samples from
PX and PY are often very cheaply available, and can be exploited to estimate PX and PY
precisely.61 It is straightforward to appropriately modify the sample orthogonal iteration
method to incorporate this information by defining the “empirical CDM” B̂n ∈ R|Y|×|X |
entry-wise as:

∀x ∈ X , ∀y ∈ Y,
[
B̂n
]
y,x

=
P̂Xn

1 ,Y
n

1
(x, y)− PX(x)PY (y)√
PX(x)PY (y)

(4.76)

where we use both the empirical joint distribution P̂Xn
1 ,Y

n
1

of the bivariate training
data and the knowledge of PX and PY . The sample extended ACE algorithm can
also be modified accordingly.62 For example, the equivalent of B̂n is the operator Ĉn :
L2(X , PX)→ L2(Y, PY ), which maps any f ∈ L2(X , PX) to Ĉn(f) ∈ L2(Y, PY ):

(Ĉn(f))(y) = 1
nPY (y)

n∑
i=1

f(Xi)1{Yi = y} − E[f(X)] . (4.77)

Most of our sample complexity analysis in section 4.6 pertains to the sample orthogonal
iteration method corresponding to the “empirical CDM” in (4.76). In particular, Propo-
sitions 4.5 and 4.6 and Theorems 4.5 and 4.6 will illustrate that the sample versions
of Algorithms 1 and 2 are consistent under appropriate scaling conditions of k relative
to n, i.e. these algorithms produce estimates of leading singular vectors and Ky Fan
k-norms of B̃ that “converge” to the true quantities in probability and with respect to
appropriate loss functions as n→∞.

We close this section with some pertinent remarks about the sample version of
Breiman and Friedman’s ACE algorithm (or the sample extended ACE algorithm with
k = 1) for real-valued data and its relation to maximal correlation. To this end, recall
that according to Definition 2.3 in chapter 2 or (4.1), maximal correlation is clearly
well-defined for any bivariate distribution on R2, i.e. “in the population.” However, it
turns out to be quite subtle to define “in the sample” when only real-valued training
data is available [272, Lectures 11 and 12].

To understand this, consider the traditional notion of Pearson correlation coeffi-
cient. In the population setting, the Pearson correlation coefficient of two jointly dis-
tributed random variables X ∈ R and Y ∈ R is given by E[XY ]. Likewise, in the

61Although we consider our learning setting to be unsupervised because the latent variable U is
unspecified, we can construe each sample (Xi, Yi) ∼ PX,Y as labeled data.

62Since we assume that PX ∈ P◦X and PY ∈ P◦Y are known and strictly positive entry-wise, the
“empirical CDM” in (4.76) and the modified conditional expectations, e.g. (4.77), in the sample extended
ACE algorithm are well-defined.
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sample setting, the correlation coefficient for centered and normalized bivariate data
(x1, y1), . . . , (xn, yn) ∈ R2, with x = [x1 · · · xn]T ∈ Rn and y = [y1 · · · yn]T ∈ Rn satis-
fying xT1 = yT1 = 0 and ‖x‖2 = ‖y‖2 = 1, is given by the projection xT y. Furthermore,
if the bivariate data is drawn i.i.d. from PX,Y and then centered and normalized, then
the two notions of correlation coefficient coincide by the strong law of large numbers
(SLLN). Therefore, Pearson correlation coefficient is both well-defined in the population
and in the sample.

Since population maximal correlation is defined as a maximum of population Pear-
son correlation coefficients, a seemingly sound way to define sample maximal correlation
is via sample correlation coefficients. So, for bivariate data (x1, y1), . . . , (xn, yn) ∈ R2

(which is not necessarily centered or normalized) with x = [x1 · · · xn]T ∈ Rn and
y = [y1 · · · yn]T ∈ Rn, we define the quantity, cf. [272, Lecture 11]:

ρ̃max(x; y) = sup
f :R→R, g:R→R :
f(x)T 1=g(y)T 1=0
‖f(x)‖2=‖g(y)‖2=1

f(x)T g(y) (4.78)

where we optimize over all functions f : R → R and g : R → R, and we apply
functions on R to vectors in Rn entry-wise, i.e. f(x) = [f(x1) · · · f(xn)]T and g(y) =
[g(y1) · · · g(yn)]T . Unfortunately, ρ̃max(x; y) = 1 for every pair of vectors x, y ∈ Rn, and
this definition of sample maximal correlation is ineffectual. Thus, statisticians define
the output of the sample version of Breiman and Friedman’s ACE algorithm as the
sample maximal correlation, cf. [272, Lecture 11].

However, this does not entirely circumvent the difficulty in defining maximal correla-
tion in the sample, because the conditional expectations in steps 6 and 10 of Algorithm 2
are nontrivial to approximate using training samples when the underlying random vari-
ables are continuous. Breiman and Friedman propose the use of various data smoothers
(e.g. histogram smoother, nearest neighbor smoother) to approximate these conditional
expectations in [35]. This renders a unified analysis of the sample ACE algorithm for
all data smoothers almost impossible, and separate convergence and consistency analy-
ses are required for the sample ACE algorithm with different data smoothers. Breiman
and Friedman prove some sufficient conditions on data smoothers that ensure conver-
gence and consistency, and in particular, establish consistency for the nearest neighbor
smoother [35]. We note that there is no canonical choice of data smoother, and the
definition of sample maximal correlation evidently varies based on the choice of data
smoother. On the other hand, in the finite alphabet setting of this chapter, we can easily
approximate conditional expectations using empirical conditional distributions (which
correspond to histogram smoothers), and the corresponding sample ACE algorithm can
be used to canonically define maximal correlation in the sample.

� 4.5 Comparison to Related Statistical Techniques

Until now, we have discussed the close connections between our approach of learning
maximal correlation functions from training data as a means of feature extraction for
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unspecified inference tasks and the following notions in the literature:

1. correspondence analysis [24, 125], which also exploits modal decompositions for
data visualization,

2. the theory of Lancaster distributions [165, 166], which studies modal decompo-
sitions of bivariate distributions over general spaces for their own sake (also see
subsection 2.2.2 in chapter 2),

3. the ACE algorithm for non-parametric regression [35], which we extend into Al-
gorithm 2 in the finite alphabet setting.

A wonderful and unified exposition of these ideas can be found in [37]. In the ensuing
subsections, we compare our approach to some other related techniques in the statistics
literature.

� 4.5.1 Principal Component Analysis

Principal component analysis is one of the most popular and well-known dimension-
ality reduction techniques in statistics.63 It was developed by Pearson in [223], and
independently by Hotelling in [130]. It is instructive to compare the sample extended
ACE algorithm to principal component analysis, because the two approaches have a
clear resemblance in that both utilize the SVD. In principal component analysis, the
observed data are real-valued vectors y1, . . . , yn ∈ Rm (with m,n ∈ N). We stack these
vectors together to form a matrix Ỹ = [y1 · · · yn] ∈ Rm×n, and compute the SVD of Ỹ .
Then, we can project each observed m-dimensional vector onto the subspace spanned
by the k ∈ {1, . . . ,m} (where typically k < m) leading left singular vectors of Ỹ to
form a reduced k-dimensional representation.

In the sample extended ACE algorithm, we observe the samples {(Xi, Yi) ∈ X ×Y :
i ∈ {1, . . . , n}}. We then compute the vectors

{
b̂x ∈ R|Y| : x ∈ X

}
which are shifted

and scaled versions of the empirical conditional distributions of Y given X = x for each
x ∈ X :

∀y ∈ Y, b̂x(y) =
√
PX(x)
PY (y) P̂

n
Y |X(y|x)−

√
PX(x)PY (y) (4.79)

where we assume that P̂Xn
1

= PX and P̂Y n1 = PY for simplicity, and for every x ∈ X ,
the empirical conditional distribution P̂nY |X=x ∈ PY is defined as:

∀y ∈ Y, P̂nY |X(y|x) , 1
nP̂Xn

1
(x)

n∑
i=1

1{Xi = x, Yi = y} . (4.80)

These vectors are stacked together to form the “empirical CDM” B̂n = [b1 · · · b|X |] ∈
R|Y|×|X | in (4.76), and we compute the SVD of B̂n. The sample analogs of the statistics

63This technique is also known as the Karhunen-Loève transform in signal processing.
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computed in (4.65) are projections of P̂Y n1 (properly shifted and scaled) onto the leading
left singular vectors of B̂n.

Therefore, the two approaches are almost identical. The key difference is that in the
sample extended ACE algorithm, we operate in the space of probability distributions
rather than data. Consequently, “a strong advantage of the [extended] ACE procedure
is the ability to incorporate variables of quite different type in terms of the set of values
they can assume” [35].

� 4.5.2 Canonical Correlation Analysis

In the optimization defining maximal correlation in (4.1), we look for general functions
f ∈ L2(X , PX) and g ∈ L2(Y, PY ) such that f(X) and g(Y ) are highly correlated. If
we further restrict these functions to lie in linear subspaces (or sub-Hilbert spaces) of
the functional spaces L2(X , PX) and L2(Y, PY ) in the optimization, we can still define
the conditional expectation operator C as a linear map from a subspace of functions
on X to a subspace of functions on Y. Finding such constrained functions that are
highly correlated corresponds to computing the SVD of C composed with appropriate
projection operators. Thus, our entire discussion regarding the SVD structure of C and
iterative algorithms to compute maximal correlation functions holds in this scenario.

A particular case of interest is when we have jointly distributed random vectors X ∈
Rm1 and Y ∈ Rm2 (with m1,m2 ∈ N), where X and Y have zero mean (for simplicity),
full rank covariance matrices KX = E

[
XXT

]
∈ Rm1×m1

�0 and KY = E
[
Y Y T

]
∈ Rm2×m2

�0 ,
respectively, and cross-covariance matrixKX,Y = E

[
XY T

]
∈ Rm1×m2 , and we constrain

the functions in the optimization defining maximal correlation to be linear functions.
With a little abuse of notation, we parametrize the linear functions f : Rm1 → R and
g : Rm2 → R using the vectors f ∈ Rm1 and g ∈ Rm2 , respectively, so that f(x) = fTx
for all x ∈ Rm1 and g(y) = gT y for all y ∈ Rm2 . Then, we can specialize the definition
of maximal correlation in (4.1) into the canonical correlation coefficient:

max
f :Rm1→R, g:Rm2→R :
f, g linear functions

E[f(X)2]=E[g(Y )2]=1

E[f(X)g(Y )] = max
f∈Rm1 , g∈Rm2 :

fTKXf=gTKY g=1

fTKX,Y g . (4.81)

This is the setup of Hotelling’s canonical correlation analysis (CCA) [131]. The opti-
mizing arguments of (4.81):

f∗ = K
− 1

2
X v and g∗ = K

− 1
2

Y u (4.82)

define the first pair of canonical variables
(
f∗
)T
X and

(
g∗
)T
Y , where v ∈ Rm1 and

u ∈ Rm2 are the left and right singular vectors, respectively, corresponding to the
largest singular value of the matrix, cf. [119]:

K̃ , K
− 1

2
X KX,YK

− 1
2

Y . (4.83)
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Furthermore, successive pairs of singular vectors of K̃ ∈ Rm1×m2 determine ensuing
pairs of canonical variables. When CCA is used in practice, the covariance and cross-
covariance matrices KX , KY , and KX,Y must be estimated from data samples.

The matrix K̃ has a strong resemblance to the adjoint of the DTM in Definition 4.1.
While we can directly compute the SVD of K̃ to solve the CCA problem, we note that
a modified version of the sample extended ACE algorithm can also be used to compute
pairs of canonical variables. Indeed, it suffices to incorporate the linear function con-
straints in (4.81) into Algorithm 2. Notice that the only stages of Algorithm 2 where
we may get non-linear functions is after the updates in steps 6 and 10. So, we need to
project the updated functions obtained from these steps onto the corresponding sub-
spaces of linear functions. With this modification, the sample extended ACE algorithm
solves the CCA problem. (Of course, for continuous random vectors X and Y , we also
need to employ data smoothers to approximate the conditional expectations in steps 6
and 10 of Algorithm 2 as discussed earlier.)

We conclude our discussion of CCA with some additional remarks. Firstly, since the
CCA problem only requires knowledge of the first and second moments X and Y , we
can treat X and Y as though they are jointly Gaussian distributed (as is commonly
done in linear least squares estimation). Secondly, a further special case of CCA is when
m1 = m2 and the noise model is actually AWGN, i.e. KY = KX +ν2I and KX,Y = KX ,
where ν2 > 0 is some noise variance. This simplifies the CCA problem as the covariance
matrices defining K̃ commute, and are hence, jointly diagonalizable. Consequently, it
is straightforward to argue that the ordering of the eigenvectors of KY (according to
the ordering of its eigenvalues) is consistent with the ordering of the eigenvectors of K̃.
Hence, in this special setting, the (ordered) canonical variables obtained from CCA cor-
respond to the (ordered) principal components in principal component analysis. Lastly,
since the canonical correlation coefficient in (4.81) is a constrained version of maximal
correlation in (4.1), one might wonder whether maximal correlation can be perceived
as a canonical correlation coefficient. To answer this question in the affirmative, con-
sider the jointly distributed discrete random variables X ∈ X and Y ∈ Y with finite
alphabets (that have been the subject of this chapter). Corresponding to these random
variables, define the zero mean random vectors of shifted indicators:

X = ([1{X = 1} · · · 1{X = |X |}]− PX)T ∈ R|X | , (4.84)
Y = ([1{Y = 1} · · · 1{Y = |Y|}]− PY )T ∈ R|Y| . (4.85)

Then, it is easy to verify that the canonical correlation coefficient of X and Y is given
by:

max
f∈R|X|, g∈R|Y|:

E
[
(fTX)2

]
=E
[
(gTY )2

]
=1

E
[(
fTX

)(
gTY

)]
= ρmax(X;Y ) (4.86)

which is equal to the maximal correlation of X and Y . Therefore, maximal correlation
of random variables with finite ranges can be viewed as a special case of CCA.
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� 4.5.3 Diffusion Maps

Diffusion maps were proposed in [51] (and other papers by the authors of [51] and their
collaborators) as a general conceptual framework for understanding so called “kernel
eigenmap methods” such as Laplacian eigenmaps [22]. They have been utilized in several
machine learning problems such asmanifold learning and spectral clustering (see e.g. [20,
Section 2]). As explained in [51], “the remarkable idea [behind this approach] is that
eigenvectors of Markov matrices can be thought of as coordinates on the data set.
Therefore, the data . . . can be represented (embedded) as a cloud of points in a Euclidean
space.” We briefly delineate the basic idea of diffusion maps from the perspective of the
modal decompositions in this chapter.

The discussion in subsection 4.5.1 shows that we can construe the columns {b̂x ∈
R|Y| : x ∈ X} of the “empirical CDM” B̂n as representations of the elements of X as
data points in R|Y|, and moreover, performing principal component analysis on these
points corresponds to our modal decomposition approach using the sample extended
ACE algorithm. For simplicity, let us proceed with the assumption that PX,Y ∈ PX×Y is
known instead of working with data samples. Rather than associating each x ∈ X with
a column of the CDM, let us (equivalently) associate it with the conditional distribution
PY |X=x ∈ PY . This association also embeds each x ∈ X into R|Y|−1 (after transposing
PY |X=x and exploiting the fact that it sums to unity). In order to reduce the dimension
|Y|− 1 of this embedding, we recast the modal decomposition in part 1 of Theorem 4.3
as:

∀x ∈ X , PY |X=x = PY +
min{|X |,|Y|}∑

i=2
σi fi(x) gTi diag(PY ) (4.87)

where we abuse notation and treat gi ∈ L2(Y, PY ) as a vector gi = [gi(1) · · · gi(|Y|)]T
∈ R|Y| for every i ∈ {2, . . . ,min{|X |, |Y|}}. Evidently, each conditional distribution
PY |X=x, and hence, each element x, can be equivalently represented using the column
vector:

X 3 x 7→
[
σ2f2(x) · · · σmin{|X |,|Y|}fmin{|X |,|Y|}(x)

]T
∈ Rmin{|X |,|Y|}−1 . (4.88)

It is straightforward to verify that the standard Euclidean `2-distance between repre-
sentations of the form (4.88) for any two elements x, x′ ∈ X precisely captures a χ2-like
distance, known as the squared diffusion distance [51], between the corresponding con-
ditional distributions:

Ddiff(PY |X=x, PY |X=x′) ,
∑
y∈Y

(
PY |X(y|x)− PY |X(y|x′)

)2
PY (y) (4.89)

=
min{|X |,|Y|}∑

i=2
σ2
i

(
fi(x)− fi(x′)

)2 (4.90)

where Ddiff(·, ·) is parametrized by PY . (Thus, clustering embeddings of X given by
(4.88) using `2-distance corresponds to clustering embeddings of X given by conditional
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distributions using diffusion distance.) Furthermore, we can truncate the isometric em-
bedding in (4.88) and only retain the leading k ∈ {1, . . . ,min{|X |, |Y|}−1} entries since
the remaining singular values are often very small, where typically k � min{|X |, |Y|}.64
This yields the following lower dimensional embedding of X into Rk:

X 3 x 7→ [σ2f2(x) · · · σk+1fk+1(x)]T ∈ Rk , (4.91)

which we note is very closely related to our proposed embedding in (4.67) (which does
not have the scaling by singular values). It is also straightforward to see using (4.90) that
when σk+2, . . . , σmin{|X |,|Y|} are very small, the standard Euclidean `2-distance between
two representations of the form (4.91) is a “good” approximation of the diffusion dis-
tance between the corresponding conditional distributions. (So, clustering embeddings
of X given by (4.91) using `2-distance is roughly equivalent to clustering embeddings
of X given by conditional distributions using diffusion distance.)

The diffusion map is an embedding analogous to that in (4.91). Suppose we are given
a weighted undirected graph with vertex set X , and we seek to embed the vertices of
this graph into Rk. As expounded in [20, Section 2], one way to do this is to consider
the Markov transition probability matrix W = PY |X ∈ PX|X corresponding to the
random walk on this graph, where we let Y = X and we construe Y as a one-step
transition of X for this Markov chain. The t-step Markov matrix W t for some t ∈
N ∪ {0} and its invariant distribution PX = PY ∈ PX define a joint pmf on X × X .
Following our earlier discussion, we immediately obtain the embedding in (4.91), which
represents vertices of our graph as vectors in Rk with k ∈ {1, . . . , |X |−1}. However, since
the Markov chain defined by W is reversible, cf. [170, Section 9.1], the corresponding
conditional expectation operator C : L2(X , PX) → L2(Y, PY ) is self-adjoint and its
singular vectors and eigenvectors coincide. Hence, we obtain the following version of
the modal decomposition in (4.87):

∀x ∈ X , W t
x = PX +

|X |∑
i=2

λti f̃i(x) f̃Ti diag(PX) (4.92)

where W t
x ∈ PX denotes the xth row of W t, 1 = λ1 ≥ λ2 ≥ · · · ≥ λ|X | ≥ −1 are the

ordered eigenvalues of C (whose absolute values yield the singular values σ1, . . . , σ|X |),
and f̃1 = 1, f̃2, . . . , f̃|X | ∈ R|X | are the corresponding eigenvectors such that f̃1 = f1
and f̃2, . . . , f̃|X | are a reordering of the maximal correlation functions f2, . . . , f|X | ∈
L2(X , PX) construed as vectors in R|X |. This decomposition gives rise to the diffusion
map from X to Rk:

X 3 x 7→
[
λt2f̃2(x) · · · λtk+1f̃k+1(x)

]T
∈ Rk (4.93)

which is parametrized by t ∈ N ∪ {0}, and orders the maximal correlation functions
using eigenvalues of C rather than singular values. Much like (4.90), for any x, x′ ∈ X ,

64In practice, appropriate values of k are determined using techniques like identifying “elbows” in
scree plots, cf. [20, Section 1.1.4].
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the diffusion distance between the rows W t
x,W

t
x′ ∈ PX (as defined in (4.89)) is given

by the standard Euclidean `2-distance between the representations of x, x′ produced by
(4.93) when k = |X |− 1. Moreover, the diffusion map parallels the embedding in (4.91)
when t = 1, and the embedding in (4.67) when t = 0.

These associations illustrate the relationship between our approach towards feature
extraction and diffusion maps. We close this section by remarking that there are further
parallels between the theory in this chapter and aspects of spectral graph theory. For
example, the symmetric normalized Laplacian matrix of a graph has precisely the same
structure as the DTM matrix in Definition 4.1—see e.g. [233, Section II-D], [246, Section
2.2].

� 4.6 Sample Complexity Analysis

We mainly analyze various aspects of the sample orthogonal iteration method’s sample
complexity in this section. As mentioned in subsection 4.4.2, our results also hold for
the equivalent sample extended ACE algorithm. Recall that we are given n ∈ N samples
of training data (X1, Y1), . . . , (Xn, Yn) that are drawn i.i.d. from a fixed but unknown
joint pmf PX,Y ∈ PX×Y . The sample orthogonal iteration method computes estimates
of the leading k ∈ {1, . . . ,min{|X |, |Y|}−1} (typically with k � min{|X |, |Y|}) singular
vectors of the CDM B̃ ∈ R|Y|×|X |. In the first two subsections of this section, we will
operate in the high-dimensional regime where |X | = o(n), |Y| = o(n), and |X ||Y| =
ω(n). For example, we might have |X | = Θ(n2/3), |Y| = Θ(n2/3), and |X ||Y| = Θ(n4/3).
Hence, we will assume that the marginal pmfs PX ∈ P◦X and PY ∈ P◦Y are known
since they can be estimated accurately from training data, but the joint pmf PX,Y is
still unknown because it cannot be consistently estimated from data. This assumption
can be intuitively justified by the following theorem which presents known results that
characterize the minimax rates of estimating discrete distributions in TV distance,
cf. [118,148].

Theorem 4.4 (Minimax Estimation of Discrete Distributions). Consider the
probability simplex PX on a finite alphabet X with 2 ≤ |X | <∞.

1. (Classical regime [148, Section 4]) If |X | = O(1) is fixed, and Xn
1 are i.i.d. samples

from some unknown probability distribution in PX , then we have:√
|X | − 1

2πn + o

( 1√
n

)
≤ inf

QnX(·)
sup

PX∈PX
EPX [‖QnX(Xn

1 )− PX‖TV]

≤ sup
PX∈PX

EPX
[∥∥∥P̂Xn

1
− PX

∥∥∥
TV

]
≤

√
|X | − 1

2πn + o

( 1√
n

)
where the infimum is over all estimators QnX : X n → PX of PX based on Xn

1 , the
suprema are over all pmfs in PX , and the expectations are with respect to the true
product distribution of Xn

1 .
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2. (Critical high-dimensional regime [118, Section I-A]) If |X | = n/α for some con-
stant α > 0, and Xn

1 are i.i.d. samples from some unknown probability distribution
in PX , then we have:

Ω
( 1√

α

)
= lim inf

n→∞
inf
QnX(·)

sup
PX∈PX

EPX [‖QnX(Xn
1 )− PX‖TV]

≤ lim sup
n→∞

sup
PX∈PX

EPX
[∥∥∥P̂Xn

1
− PX

∥∥∥
TV

]
= O

( 1√
α

)
.

Furthermore, if |X | = ω(n), then no estimator QnX : X n → PX for PX based on
Xn

1 is consistent under the TV distance loss, which shows that |X | = n/α is the
critical scaling of |X | with respect to n.

Part 2 of Theorem 4.4 conveys that in our aforementioned high-dimensional regime
of |X |, |Y|, and n, the joint pmf PX,Y with underlying alphabet size |X ||Y| cannot be
estimated consistently under the TV distance loss, but the marginal pmfs PX and PY
with alphabet sizes |X | and |Y|, respectively, can be consistently estimated. In the next
two subsections, we will let δ > 0 be a universal constant such that the marginal pmfs
satisfy:

∀x ∈ X , PX(x) ≥ δ , (4.94)
∀y ∈ Y, PY (y) ≥ δ , (4.95)

where e.g. we may define δ to be the minimum probability mass among all PX(x) and
PY (y) for x ∈ X and y ∈ Y. (Note that when we prove minimax upper bounds in
the sequel, we will assume that the marginals PX and PY are fixed although the joint
pmf PX,Y ∈ PX×Y can vary. Hence, δ is “universal” in the sense that it does not vary
with our choice of PX,Y .) Since PX and PY are known, we will define the “empirical
CDM” B̂n ∈ R|Y|×|X | corresponding to the training data, which is used in the sample
orthogonal iteration method, according to (4.76). We remark that the known marginal
pmfs PX and PY are not necessarily equal to the empirical marginal distributions P̂Xn

1

and P̂Y n1 , because they may have been estimated using additional unlabeled training
samples and possibly using estimators other than the empirical distribution.

Since we cannot accurately estimate the large dimensional distribution PX,Y due to
constraints on the sample size n, we can perceive the sample orthogonal iteration method
(or the sample extended ACE algorithm) as an effort to circumvent this impediment.
Indeed, this algorithm only estimates parts of the bivariate distribution PX,Y with the
hope that this partial knowledge is useful for the purposes of future inference tasks. So,
we intuitively expect the sample orthogonal iteration method to require fewer training
samples than algorithms that attempt a full estimation of PX,Y .

� 4.6.1 Estimation of Ky Fan k-Norms of CDMs

Since the sample version of Algorithm 1 terminates when the quantity in its termina-
tion condition converges to ‖B̂n‖(1,k), we can think of the sample orthogonal iteration
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method as a means of computing the “plug-in” estimator ‖B̂n‖(1,k) of the true Ky Fan k-
norm ‖B̃‖(1,k) of the CDM B̃. So, we begin by providing a minimax upper bound on the
problem of estimating ‖B̃‖(1,k) by analyzing the sample complexity of the “plug-in” esti-
mator determined by the sample orthogonal iteration method. Our analysis requires two
auxiliary results. The first is a useful singular value stability result that upper bounds
the Ky Fan k-norm difference between two matrices (see Lemma C.1 in appendix C.1),
and the second is a vector generalization of Bernstein’s inequality (see Lemma C.6 in
appendix C.2). In order to prove an upper bound on the mean square error (MSE) of
the plug-in estimator ‖B̂n‖(1,k), we next derive an exponential concentration of measure
inequality for ‖B̂n‖(1,k) using these lemmata.

Proposition 4.5 (Ky Fan k-Norm Estimation Tail Bound). For every 0 ≤ t ≤
1
δ

√
k
2 :

P
(∣∣∣∣∥∥∥B̂n∥∥∥(1,k)

−
∥∥∥B̃∥∥∥

(1,k)

∣∣∣∣ ≥ t) ≤ exp
(

1
4 −

nδ2t2

8k

)
.

Proof. For any t ≥ 0, observe that Lemma C.1 in appendix C.1 implies:

P
(∣∣∣∣∥∥∥B̂n∥∥∥(1,k)

−
∥∥∥B̃∥∥∥

(1,k)

∣∣∣∣ ≥ t) ≤ P
(∥∥∥B̂n − B̃∥∥∥Fro

≥ t√
k

)
. (4.96)

To upper bound the right hand side, consider the random matrix Vi ∈ R|Y|×|X | corre-
sponding to each sample (Xi, Yi) for i ∈ {1, . . . , n}, which is defined entry-wise as:

∀x ∈ X , ∀y ∈ Y, [Vi]y,x = 1{Xi = x, Yi = y} − PX(x)PY (y)√
PX(x)PY (y)

. (4.97)

The random matrices V1, . . . , Vn are i.i.d. with mean E[Vi] = B̃, and we will construe
them as vectors with `2-norm given by the Frobenius norm. Let C =

√
2/δ and ν = 1/δ2.

Then, each Vi satisfies:∥∥∥Vi − B̃∥∥∥2

Fro
=
∑
x∈X

∑
y∈Y

(1{Xi = x, Yi = y} − PX,Y (x, y))2

PX(x)PY (y) (4.98)

≤ 1
δ2 max

a∈X , b∈Y

∑
x 6=a

∑
y 6=b

PX,Y (x, y)2 + (1− PX,Y (a, b))2

≤ 2
δ2 = C2 a.s.

where the second inequality uses (4.94) and (4.95), and the final inequality holds because∑
x,y PX,Y (x, y)2 ≤

∑
x,y PX,Y (x, y) = 1. Moreover, we have:

1
n

n∑
i=1

E
[∥∥∥Vi − B̃∥∥∥2

Fro

]
= E

[∥∥∥V1 − B̃
∥∥∥2

Fro

]
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≤ 1
δ2

∑
x∈X

∑
y∈Y

VAR(1{X1 = x, Y1 = y})

≤ 1
δ2

∑
x∈X

∑
y∈Y

PX,Y (x, y)

= ν

where the first equality holds because V1, . . . , Vn are i.i.d., the second inequality uses
(4.98), (4.94), and (4.95), and the third inequality uses the fact that VAR(1{X1 =
x, Y1 = y}) = PX,Y (x, y)(1 − PX,Y (x, y)). Now notice that B̂n = 1

n

∑n
i=1 Vi. Hence,

applying the vector Bernstein inequality in Lemma C.6 of appendix C.2 to the right
hand side of (4.96), we get:

P
(∣∣∣∣∥∥∥B̂n∥∥∥(1,k)

−
∥∥∥B̃∥∥∥

(1,k)

∣∣∣∣ ≥ t) ≤ exp
(

1
4 −

nδ2t2

8k

)

for every 0 ≤ t ≤ 1
δ

√
k
2 . This completes the proof. �

This bound illustrates that estimating ‖B̃‖(1,k) using ‖B̂n‖(1,k) to within for a small
error of t > 0, and with a confidence level (or probability) of at least 1 − ε for some
small ε > 0, requires n to grow linearly with k. Hence, Proposition 4.5 characterizes
the sample complexity of the plug-in estimator ‖B̂n‖(1,k). We now use this tail bound
to establish an upper bound on the MSE of this plug-in estimator.

Theorem 4.5 (Ky Fan k-Norm Estimation MSE Bound). For every sufficiently
large n ≥ 4 such that log(4kn) ≤ n/16, the following minimax upper bound holds:

inf
f̂n(·)

sup
PX,Y ∈PX×Y :

PX ,PY ≥δ entry-wise

EPX,Y

[(
f̂n(Xn

1 , Y
n

1 )−
∥∥∥B̃∥∥∥

(1,k)

)2
]

≤ sup
PX,Y ∈PX×Y :

PX ,PY ≥δ entry-wise

EPX,Y

[(∥∥∥B̂n∥∥∥(1,k)
−
∥∥∥B̃∥∥∥

(1,k)

)2
]

≤ 6k + 8k log(nk)
nδ2

where the infimum is over all estimators f̂n : X n × Yn → [0,∞) of ‖B̃‖(1,k) based on
the data (X1, Y1), . . . , (Xn, Yn) with knowledge of PX and PY , the suprema are over
all couplings PX,Y ∈ PX×Y with fixed marginals PX and PY that satisfy (4.94) and
(4.95), and the expectations are with respect to the product distribution of the i.i.d. data
samples.

Proof. The first inequality is trivially true since ‖B̂n‖(1,k) is a valid estimator of
‖B̃‖(1,k). The second inequality turns out to be an immediate consequence of Proposi-
tion 4.5. To prove it, fix any coupling PX,Y ∈ PX×Y with marginal pmfs PX and PY
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satisfying (4.94) and (4.95). Observe that:65∣∣∣∣∥∥∥B̂n∥∥∥(1,k)
−
∥∥∥B̃∥∥∥

(1,k)

∣∣∣∣ ≤ ∥∥∥B̂n∥∥∥(1,k)
+
∥∥∥B̃∥∥∥

(1,k)

≤ k
(

1 +
∥∥∥B̂n∥∥∥op

)

≤ k

1 +

√√√√√∑
x∈X

∑
y∈Y

(
P̂nX,Y (x, y)− PX(x)PY (y)

)2

PX(x)PY (y)


≤ k

1 + 1
δ

√∑
x∈X

∑
y∈Y

P̂nX,Y (x, y)2 + PX(x)2PY (y)2


≤ k

(
1 +
√

2
δ

)
a.s. (4.99)

where the second inequality follows from part 1 of Theorem 4.1, the third inequal-
ity follows from ‖B̂n‖op ≤ ‖B̂n‖Fro, the fourth inequality uses (4.94), (4.95), and
the fact that (a − b)2 ≤ a2 + b2 for a, b ≥ 0, and the final inequality holds because∑
x,y QX,Y (x, y)2 ≤

∑
x,y QX,Y (x, y) = 1 for any joint pmf QX,Y . Next, define the event

E = {|‖B̂n‖(1,k) − ‖B̃‖(1,k)| ≥ t} for any 0 ≤ t ≤
√
k/(δ
√

2). Using the law of total
expectation, we have:

E
[(∥∥∥B̂n∥∥∥(1,k)

−
∥∥∥B̃∥∥∥

(1,k)

)2
]

= E
[(∥∥∥B̂n∥∥∥(1,k)

−
∥∥∥B̃∥∥∥

(1,k)

)2
∣∣∣∣∣Ec

]
P(Ec)

+ E
[(∥∥∥B̂n∥∥∥(1,k)

−
∥∥∥B̃∥∥∥

(1,k)

)2
∣∣∣∣∣E
]
P(E)

≤ t2 + k2
(

1 +
√

2
δ

)2

P(E)

where the second inequality holds due to (4.99) and the bound P(Ec) ≤ 1. Then, we
can employ Proposition 4.5 and optimize over t to produce the bound:

sup
PX,Y ∈PX×Y :

PX ,PY ≥δ entry-wise

EPX,Y

[(∥∥∥B̂n∥∥∥(1,k)
−
∥∥∥B̃∥∥∥

(1,k)

)2
]

≤ min
0≤s≤ k

2δ2

s+ k2
(

1 +
√

2
δ

)2

exp
(

1
4 −

nδ2s

8k

)
65Since P̂Xn

1
≈ PX and P̂Y n

1
≈ PY in the regime of interest, ‖B̂n‖op . 1 and we intuitively expect that

the bound in (4.99) can be improved to |‖B̂n‖(1,k) − ‖B̃‖(1,k)| . 2k a.s. However, we rigorously obtain
the weaker bound in (4.99) because we define B̂n according to (4.76) (instead of as the true CDM
corresponding to P̂Xn

1 ,Y
n

1
) in order to enable straightforward applications of well-known exponential

concentration of measure inequalities.
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where we use the change of variables s = t2.
Consider the function F : R → R, F (s) = s + α exp(−βs), where α = k2(1 +(√

2/δ
))2 exp

(1
4
)
and β = nδ2/(8k). A straightforward calculus argument shows that

the global minimum of F occurs at s? = log(αβ)/β and F (s?) = (1+log(αβ))/β. Hence,
we have:

sup
PX,Y ∈PX×Y :

PX ,PY ≥δ entry-wise

EPX,Y

[(∥∥∥B̂n∥∥∥(1,k)
−
∥∥∥B̃∥∥∥

(1,k)

)2
]

≤
1 + log

(
1
8 exp

(
1
4

)
nkδ2

(
1 +

√
2
δ

)2
)

nδ2

8k

≤ 6k + 8k log(nk)
nδ2

where the second inequality uses the inequalities δ ≤ 1
2 (since |X |, |Y| ≥ 2), δ+

√
2 ≤ 2,

and log(2) ≥ 1
2 , and we assume that 0 ≤ s? ≤ k

2δ2 , or equivalently, that:

0 ≤
1
4 − log(8) + log

(
nk
(
δ +
√

2
)2
)

n
≤ 1

16 .

To satisfy the left hand side inequality, it suffices to take n ≥ 4 since k ≥ 1,
(
δ+
√

2
)2 ≥

2, and exp
(
− 1

4
)
≤ 1. On the other hand, to satisfy the right hand side inequality, it

suffices to take n sufficiently large so that log(4kn) ≤ n
16 since 1

4 < log(8) and δ+
√

2 ≤ 2.
This completes the proof. �

Similar to Proposition 4.5, Theorem 4.5 also portrays the relationship between n and
k to achieve a given minimax value of MSE. In particular, larger values k require more
samples n to achieve the same MSE value. Hence, estimating the entire nuclear norm of
B̃ (which corresponds to estimating all principal modes of B̃, i.e. k = min{|X |, |Y|}−1)
requires far more samples than estimating the first few modes of B̃. More generally, the
structure of the Lidskii inequality in Proposition C.2 of appendix C.1 implies that the
results in Proposition 4.5 and Theorem 4.5 hold for estimating the sum of any k singular
values of B̃ (rather than just ‖B̃‖(1,k)) using the corresponding plug-in estimator.

We do not prove a minimax lower bound in this chapter to characterize the precise
minimax rate for this problem, because we are only interested in analyzing the sample
orthogonal iteration method. In fact, evidence from the closely related matrix estimation
literature suggests that the plug-in estimator may not be minimax optimal, and even
if it is minimax optimal, establishing this optimality is likely to be challenging, cf. [45,
Section 2.1]. So, we leave the development of “good” minimax lower bounds as a future
research endeavor.
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� 4.6.2 Estimation of Dominant Information Vectors

Since we use the sample orthogonal iteration method to find the dominant k singular
vectors, or information vectors, of the “empirical CDM” B̂n defined in (4.76), we analyze
the sample complexity of estimating the dominant k singular vectors of the CDM B̃
in this subsection. (This arguably captures the consistency of the sample orthogonal
iteration method more meaningful than the analysis in subsection 4.6.1.) For simplicity,
we only consider estimation of the dominant k right singular vectors {ψ2, . . . , ψk+1} ⊆
R|X | of B̃. We let {ψ̂2, . . . , ψ̂k+1} ⊆ R|X | be the dominant k right singular vectors of
B̂n produced by the sample orthogonal iteration method, which are plug-in estimators
of the true information vectors {ψ2, . . . , ψk+1}. Unfortunately, despite the existence of
singular subspace stability results like Wedin’s theorem, cf. [263, Theorem 4], and the
Davis-Kahan sin(Θ) theorem, cf. [294, Theorems 1 and 3], the individual singular vectors
of a matrix can vary greatly even under small matrix perturbations. So, instead of
analyzing the convergence of each ψ̂i to ψi (which could be done by imposing additional
separation conditions on the singular values of B̃), we will analyze the convergence of
‖B̃Ψ̂(k)‖2Fro to ‖B̃Ψ(k)‖2Fro, where we define:

Ψ(k) , [ψ2 · · · ψk+1] ∈ Vk
(
R|X |

)
(4.100)

Ψ̂(k) ,
[
ψ̂2 · · · ψ̂k+1

]
∈ Vk

(
R|X |

)
(4.101)

and we recognize ‖BΨ(k)‖2Fro as the squared (2, k)-norm of B̃ (see (C.3) in appendix
C.1): ∥∥∥B̃Ψ(k)

∥∥∥2

Fro
=
∥∥∥B̃∥∥∥2

(2,k)
=

k+1∑
i=2

σ2
i . (4.102)

In the ensuing analysis, we will prove a minimax upper bound on the MSE between
‖B̃Ψ̂(k)‖2Fro and ‖B̃Ψ(k)‖2Fro. This formulation is agnostic to the instability of individ-
ual singular vectors under perturbations because it uses subspaces of singular vectors.
Moreover, it can be construed as utilizing a loss function that is more suited to our
setting. Indeed, ‖B̃Ψ(k)‖2Fro can be perceived as a “rank k approximation” of mutual χ2-
information (see part 2 of Theorem 4.3) or standard mutual information under a weak
dependence assumption (see Proposition 4.4), and ‖B̃Ψ̂(k)‖2Fro estimates this “rank k
approximation.”

As before, our analysis requires two auxiliary results. The first is a certain stability
result for the squared (2, k)-norm of a matrix (see Lemma C.2 in appendix C.1), and the
second is a matrix version of Bernstein’s inequality (see Lemma C.7 in appendix C.2).
In order to prove our MSE upper bound, we first prove an exponential concentration
of measure inequality for ‖B̃Ψ̂(k)‖2Fro.

Proposition 4.6 (Information Vector Estimation Tail Bound). For every 0 ≤
t ≤ 4k:

P
(∣∣∣∣∥∥∥B̃Ψ̂(k)

∥∥∥2

Fro
−
∥∥∥B̃Ψ(k)

∥∥∥2

Fro

∣∣∣∣ ≥ t) ≤ (|X |+ |Y|) exp
(
−nδt

2

64k2

)
.
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Proof. For any t ≥ 0, observe that Lemma C.2 in appendix C.1 implies:

P
(∣∣∣∣∥∥∥B̃Ψ̂(k)

∥∥∥2

Fro
−
∥∥∥B̃Ψ(k)

∥∥∥2

Fro

∣∣∣∣ ≥ t) ≤ P
(∥∥∥B̂n − B̃∥∥∥op

≥ t

4k

)
(4.103)

where we use the fact that ‖B̃‖op ≤ 1 (see part 1 of Theorem 4.1). Next, as in (4.97)
in the proof of Proposition 4.5, define the i.i.d. random matrices V1, . . . , Vn ∈ R|Y|×|X |
with mean E[Vi] = B̃ corresponding to the samples (X1, Y1), . . . , (Xn, Yn), respectively.
Furthermore, define the random matrix Zi ∈ R|Y|×|X | corresponding to each sample
(Xi, Yi) for i ∈ {1, . . . , n} entry-wise as:

∀x ∈ X ,∀y ∈ Y, [Zi]y,x = 1{Xi = x, Yi = y}√
PX(x)PY (y)

.

It is straightforward to verify that Vi − B̃ = Zi −B a.s. for every i ∈ {1, . . . , n}, where
B ∈ R|Y|×|X | is the true DTM corresponding to PX,Y . Let C = ν = 1 + 1

δ . Now notice
that each Vi satisfies: ∥∥∥Vi − B̃∥∥∥op

= ‖Zi −B‖op

≤ ‖Zi‖op + ‖B‖op

≤ 1 + max
x∈X , y∈Y

1√
PX(x)PY (y)

≤ 1 + 1
δ

= C a.s.

where the second inequality follows from the triangle inequality, the third inequality
uses part 1 of Theorem 4.1 and the easily verifiable fact that ‖Zi‖op = 1/

√
PX(x)PY (y)

with probability PX,Y (x, y), and the final inequality holds due to (4.94) and (4.95).
Moreover, we have:∥∥∥∥∥ 1

n

n∑
i=1

COV(Vi)
∥∥∥∥∥

op
= ‖COV(V1)‖op

=
∥∥∥E[(Z1 −B)(Z1 −B)T

]∥∥∥
op

=
∥∥∥E[Z1Z

T
1

]
−BBT

∥∥∥
op

≤
∥∥∥E[Z1Z

T
1

]∥∥∥
op

+
∥∥∥BBT

∥∥∥
op

= 1 +
∥∥∥E[Z1Z

T
1

]∥∥∥
op

= 1 + max
y∈Y

∑
x∈X

PX|Y (x|y)
PX(x)

≤ 1 + 1
δ

max
y∈Y

∑
x∈X

PX|Y (x|y)
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= 1 + 1
δ

= ν

where the first equality holds because V1, . . . , Vn are i.i.d., the second equality fol-
lows from the definition of covariance of a random matrix in Lemma C.7 in appendix
C.2, the fourth inequality uses the triangle inequality, the fifth equality holds because
‖BBT ‖op = 1 (see part 1 of Theorem 4.1), the sixth equality holds because a straight-
forward calculation yields that E

[
Z1Z

T
1
]
is a |Y| × |Y| diagonal matrix with diagonal

entries:
∀y ∈ Y,

[
E
[
Z1Z

T
1

]]
y,y

=
∑
x∈X

PX|Y (x|y)
PX(x) ,

and the seventh inequality holds due to (4.94). Likewise, we also have:∥∥∥∥∥ 1
n

n∑
i=1

COV
(
V T
i

)∥∥∥∥∥
op
≤ 1 + 1

δ
= ν .

Now notice that B̂n = 1
n

∑n
i=1 Vi. Hence, applying the matrix Bernstein inequality

in Lemma C.7 of appendix C.2 to the right hand side of (4.103), we get for every
0 ≤ t ≤ 4k:

P
(∣∣∣∣∥∥∥B̃Ψ̂(k)

∥∥∥2

Fro
−
∥∥∥B̃Ψ(k)

∥∥∥2

Fro

∣∣∣∣ ≥ t) ≤ (|X |+ |Y|) exp
(
− 3nδt2

128k2(1 + δ)

)

≤ (|X |+ |Y|) exp
(
−nδt

2

64k2

)

where we use the inequality δ ≤ 1
2 (since |X |, |Y| ≥ 2) in the second inequality. This

completes the proof. �

The bound in Proposition 4.6 illustrates that estimating the right singular vectors
{ψ2, . . . , ψk+1} ⊆ R|X | of B̃ corresponding to its k largest singular values to within for
a small error of t > 0, and with a confidence level (or probability) of at least 1 − ε
for some small ε > 0, requires n to grow quadratically with k. Thus, Proposition 4.6
characterizes the sample complexity of estimating the dominant k information vectors
of B̃. We next utilize this tail bound to establish an upper bound on the MSE between
‖B̃Ψ̂(k)‖2Fro and ‖B̃Ψ(k)‖2Fro.

Theorem 4.6 (Information Vector Estimation MSE Bound). For every suffi-
ciently large n ≥ 4

δ(|X |+|Y|) such that log(nδ(|X |+ |Y|)) ≤ nδ
4 , the following minimax

upper bound holds:

inf
f̂n(·)

sup
PX,Y ∈PX×Y :

PX ,PY ≥δ entry-wise

EPX,Y

[(∥∥∥B̃f̂n(Xn
1 , Y

n
1 )
∥∥∥2

Fro
−
∥∥∥B̃Ψ(k)

∥∥∥2

Fro

)2
]
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≤ sup
PX,Y ∈PX×Y :

PX ,PY ≥δ entry-wise

EPX,Y

[(∥∥∥B̃Ψ̂(k)

∥∥∥2

Fro
−
∥∥∥B̃Ψ(k)

∥∥∥2

Fro

)2
]

≤ 64k2 log(nδ(|X |+ |Y|))− 16k2

nδ

where the infimum is over all estimators f̂n : X n × Yn → Vk(R|X |) of Ψ(k) based on
the data (X1, Y1), . . . , (Xn, Yn) with knowledge of PX and PY , the suprema are over
all couplings PX,Y ∈ PX×Y with fixed marginals PX and PY that satisfy (4.94) and
(4.95), and the expectations are with respect to the product distribution of the i.i.d. data
samples.

Proof. As in subsection 4.6.1, the first inequality is trivially true since Ψ̂(k) is a valid
estimator of Ψ(k), and the second inequality turns out to be an immediate consequence
of Proposition 4.6. Indeed, first observe using (C.12) (in the proof of Lemma C.2 in
appendix C.1) and the bound ‖B̃‖op ≤ 1 (see part 1 of Theorem 4.1) that:

∣∣∣∣∥∥∥B̃Ψ̂(k)

∥∥∥2

Fro
−
∥∥∥B̃Ψ(k)

∥∥∥2

Fro

∣∣∣∣ ≤ 2
k+1∑
i=2

∣∣∣∥∥∥B̃ψi∥∥∥2
−
∥∥∥B̃ψ̂i∥∥∥2

∣∣∣
≤ 2

k+1∑
i=2

∥∥∥B̃ (ψi − ψ̂i)∥∥∥2

≤ 2
k+1∑
i=2

∥∥∥ψi − ψ̂i∥∥∥2

≤ 2
k+1∑
i=2
‖ψi‖2 +

∥∥∥ψ̂i∥∥∥2

= 4k a.s. (4.104)

where the second inequality follows from the reverse triangle inequality, the third in-
equality holds because ‖B̃‖op ≤ 1, the fourth inequality follows from the triangle in-
equality, and the final equality holds because ‖ψi‖2 = ‖ψ̂i‖2 = 1. Next, define the
event E = {|‖B̃Ψ̂(k)‖2Fro − ‖B̃Ψ(k)‖2Fro| ≥ t} for any 0 ≤ t ≤ 4k. Using the law of total
expectation, we have:

E
[(∥∥∥B̃Ψ̂(k)

∥∥∥2

Fro
−
∥∥∥B̃Ψ(k)

∥∥∥2

Fro

)2
]

= E
[(∥∥∥B̃Ψ̂(k)

∥∥∥2

Fro
−
∥∥∥B̃Ψ(k)

∥∥∥2

Fro

)2
∣∣∣∣∣Ec

]
P(Ec)

+ E
[(∥∥∥B̃Ψ̂(k)

∥∥∥2

Fro
−
∥∥∥B̃Ψ(k)

∥∥∥2

Fro

)2
∣∣∣∣∣E
]
P(E)

≤ t2 + 16k2(|X |+ |Y|) exp
(
−nδt

2

64k2

)
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where the second inequality holds due to Proposition 4.6, (4.104), and the bound
P(Ec) ≤ 1. Then, we can use the change of variables s = t2 and optimize over s to
produce the bound:

sup
PX,Y ∈PX×Y :

PX ,PY ≥δ entry-wise

EPX,Y

[(∥∥∥B̃Ψ̂(k)

∥∥∥2

Fro
−
∥∥∥B̃Ψ(k)

∥∥∥2

Fro

)2
]

≤ min
0≤s≤16k2

s+ 16k2(|X |+ |Y|) exp
(
− nδs

64k2

)
.

Finally, using the straightforward calculus argument from the proof of Theorem 4.5,
we have:

sup
PX,Y ∈PX×Y :

PX ,PY ≥δ entry-wise

EPX,Y

[(∥∥∥B̃Ψ̂(k)

∥∥∥2

Fro
−
∥∥∥B̃Ψ(k)

∥∥∥2

Fro

)2
]
≤

1 + log
(

1
4(|X |+ |Y|)nδ

)
nδ

64k2

≤ 64k2 log(nδ(|X |+ |Y|))− 16k2

nδ

where the second inequality uses the bound log(4) ≥ 5
4 , and we must assume that:

0 ≤
log
(
16k2(|X |+ |Y|) nδ

64k2

)
nδ

64k2
≤ 16k2

or equivalently that:

0 ≤ log(nδ(|X |+ |Y|))− log(4)
nδ

≤ 1
4 .

To satisfy the left hand side inequality, it suffices to take:

n ≥ 4
δ(|X |+ |Y|) .

On the other hand, to satisfy the right hand side inequality, it suffices to take n suffi-
ciently large so that:

log(nδ(|X |+ |Y|)) ≤ nδ

4
since log(4) > 0. This completes the proof. �

Much like Proposition 4.6, Theorem 4.6 also illustrates that larger values of k require
more samples n to achieve the same MSE value. Thus, estimating the full right singular
vector basis (i.e. all k = min{|X |, |Y|} − 1 information vectors) of B̃ requires far more
samples than estimating the first few dominant information vectors of B̃. More generally,
Proposition 4.6 and Theorem 4.6 continue to hold for estimating any arbitrary k right
singular vectors of B̃ rather than the top k singular vectors. Finally, as before, we leave
the development of corresponding minimax lower bounds as a future research endeavor.
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� 4.6.3 Comparison of Sanov Exponents

While subsections 4.6.1 and 4.6.2 contain the bulk of our main sample complexity
analysis, we will present some auxiliary observations in this subsection and subsec-
tion 4.6.4. We assume for simplicity that |X | = O(1) and |Y| = O(1) with respect
to the sample size n in this subsection. In this (classical) regime, the entire unknown
joint pmf PX,Y ∈ PX×Y can be estimated accurately from the i.i.d. training samples
(X1, Y1), . . . , (Xn, Yn). So, we do not specifically assume as before that the marginal
pmfs PX ∈ P◦X and PY ∈ P◦Y are known. This means that instead of using the “empiri-
cal CDM” in (4.76), the sample orthogonal iteration method uses the CDM:

B̃n , β
(
P̂Xn

1 ,Y
n

1

)
−
√
P̂Y n1

T√
P̂Xn

1
∈ R|Y|×|X | (4.105)

corresponding to the empirical joint distribution P̂Xn
1 ,Y

n
1

in steps 4 and 6 and the ter-
mination condition in Algorithm 1, where the map β : PX×Y → B is defined in (4.19).66
Furthermore, we also assume for convenience that PX,Y ∈ P◦X×Y , which implies that
the corresponding DTM B ∈ B◦, cf. (4.21).

We now illustrate that estimating the dominant k ∈ {1, . . . ,min{|X |, |Y|} − 1}
(where k = O(1)) right singular vectors of the CDM B̃ using the sample orthogonal
iteration method is more efficient than estimating the entire DTM B using the plug-in
estimator β

(
P̂Xn

1 ,Y
n

1

)
in a Sanov exponent sense. To proceed with our analysis, for any

τ > 0, let us define the sets:

Rτ ,
{
QX,Y ∈ PX×Y : ‖β(QX,Y )−B‖op ≤ τ

}
(4.106)

Sτ ,

{
QX,Y ∈ PX×Y :

∣∣∣∣∣
∥∥∥∥BΨβ(QX,Y )−

√
QY

T√
QX

(k)

∥∥∥∥2

Fro
−
∥∥∥BΨ(k)

∥∥∥2

Fro

∣∣∣∣∣ ≤ τ
}

(4.107)

where β(QX,Y ) −
√
QY

T√
QX ∈ R|Y|×|X | denotes the CDM corresponding to QX,Y ∈

PX×Y (and QX ∈ P◦X and QY ∈ P◦Y are the associated marginal pmfs), ΨA
(k) ∈ Vk

(
R|X |

)
denotes the orthonormal k-frame that collects the leading k right singular vectors of a
matrix A ∈ R|Y|×|X | (see the definition in Lemma C.2 in appendix C.1), and Ψ(k) =
ΨB̃

(k) is defined in (4.100). Definition (4.106) conveys that the estimation error between
the plug-in estimator β

(
P̂Xn

1 ,Y
n

1

)
and the true DTM B will be measured using the

operator norm. Likewise, definition (4.107) conveys that the estimation error between
plug-in estimator ΨB̃n

(k) (produced by the sample orthogonal iteration method) and Ψ(k)
will be measured in terms of the absolute deviation between the squared Frobenius
norms ‖BΨB̃n

(k)‖
2
Fro and ‖BΨ(k)‖2Fro; this is motivated by the discussion at the outset of

subsection 4.6.2. Clearly, the sets Rτ and Sτ are non-empty as they contain the true
66Note that the definition in (4.19) can be extended to hold for all joint pmfs rather than just those

in PX×Y . Indeed, if P̂Xn
1

(x) = 0 for some x ∈ X , then the xth column of β
(
P̂Xn

1 ,Y
n

1

)
is defined to be

zero. Likewise, if P̂Y n
1

(y) = 0 for some y ∈ Y, then the yth row of β
(
P̂Xn

1 ,Y
n

1

)
is defined to be zero.
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distribution PX,Y , and bounded since PX×Y is bounded in its ambient Euclidean space.
The next lemma identifies some other properties of these sets. (We note that part 2 of
Lemma 4.1 is analogous to (4.103) in the proof of Proposition 4.6.)

Lemma 4.1 (Properties of Rτ and Sτ). Let bmin > 0 denote the minimum entry of
the DTM B ∈ R|Y|×|X |:

bmin , min
x∈X , y∈Y

[B]y,x .

Then, we have:

1. For every 0 < τ < bmin, Rτ ⊆ P◦X×Y is a compact set.

2. For every τ > 0, Rτ ⊆ S4kτ .

Proof. See appendix C.4. �

Since the sequence of empirical pmfs P̂Xn
1 ,Y

n
1

converges to PX,Y a.s. by the SLLN
as n → ∞, and the map β : PX×Y → B is continuous (as shown in part 3 of Theorem
4.2), β

(
P̂Xn

1 ,Y
n

1

)
converges to B a.s. as n→∞ (by the Mann-Wald continuous mapping

theorem). Hence, β
(
P̂Xn

1 ,Y
n

1

)
is a consistent estimator of B, and we have convergence in

probability:67
∀τ > 0, lim

n→∞
P
(
P̂Xn

1 ,Y
n

1
∈ Rcτ

)
= 0 . (4.108)

We expect the probability in (4.108) to decay exponentially, and the rate of its decay
determines the efficiency of estimating B using β

(
P̂Xn

1 ,Y
n

1

)
. Similarly, we also expect:

∀τ > 0, lim
n→∞

P
(
P̂Xn

1 ,Y
n

1
∈ Scτ

)
= 0 (4.109)

since |‖BΨB̃n
(k)‖

2
Fro − ‖BΨ(k)‖2Fro| ≤ 4k‖β

(
P̂Xn

1 ,Y
n

1

)
− B‖op → 0 a.s. as n → ∞ using

(C.25) in appendix C.4, and the exponential rate of decay here determines the efficiency
of estimating ‖B̃‖2(2,k), cf. (4.102), via the sample orthogonal iteration method.

We next define the information projection problems, cf. [59, Section 3]:68

IDTM(τ) , inf
QX,Y ∈Rcτ

D(QX,Y ||PX,Y ) (4.110)

IACE(τ) , inf
QX,Y ∈Scτ

D(QX,Y ||PX,Y ) (4.111)

for any τ > 0. Using Sanov’s theorem from large deviations theory (see Theorem C.2
in appendix C.2), we have for any 0 < τ < bmin:

IDTM(τ) = lim
n→∞

− 1
n

log
(
P
(
P̂Xn

1 ,Y
n

1
∈ Rcτ

))
(4.112)

67Set theoretic complements of Rτ and Sτ are taken with respect to the probability simplex of all
joint pmfs on X × Y.

68We refer to the problem in (4.111) as IACE(τ) because the sample orthogonal iteration method and
the sample extended ACE algorithm are essentially equivalent.
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where the limit is well-defined and the equality holds because Rcτ is an open set since
Rτ is closed according to part 1 of Lemma 4.1. On the other hand, Sanov’s theorem
(see Theorem C.2) also gives for any τ > 0:

IACE(τ) ≤ lim inf
n→∞

− 1
n

log
(
P
(
P̂Xn

1 ,Y
n

1
∈ Scτ

))
(4.113)

where we have equality and the inferior limit becomes a limit if Sτ is closed, or the
interior of the closure of Sτ is contained in Sτ . According to (4.112) and (4.113), (4.110)
and (4.111) capture the exponential rates of decay of the probabilities in (4.108) and
(4.109), respectively. The next proposition presents the relationship between (4.110)
and (4.111).

Proposition 4.7 (Bound between Sanov Exponents). For any error tolerance
0 < τ < bmin, we have:

lim inf
n→∞

− 1
n

log
(
P
(
P̂Xn

1 ,Y
n

1
∈ Sc4kτ

))
≥ IACE(4kτ)

≥ IDTM(τ) = lim
n→∞

− 1
n

log
(
P
(
P̂Xn

1 ,Y
n

1
∈ Rcτ

))
.

Proof. This is immediate from (4.112), (4.113), and part 2 of Lemma 4.1. Indeed, since
Sc4kτ ⊆ Rcτ , we have IACE(4kτ) ≥ IDTM(τ) using (4.110) and (4.111). This completes
the proof. �

Proposition 4.7 portrays that the exponential rate of estimating B using β
(
P̂Xn

1 ,Y
n

1

)
to within a fidelity of 0 < τ < bmin is upper bounded by the exponential rate of
estimating ‖B̃‖2(2,k) using ‖BΨB̃n

(k)‖
2
Fro (where ΨB̃n

(k) is produced by the sample orthogonal
iteration method) to within a fidelity of 4kτ . Therefore, given a fixed confidence level of
1−ε for some ε ∈ (0, 1), estimating the DTM to within an error tolerance of 0 < τ < bmin:

P
(
P̂Xn

1 ,Y
n

1
∈ Rcτ

)
≤ ε (4.114)

requires more data samples, i.e. larger n, in general than estimating ‖B̃‖2(2,k) to within
an error tolerance of 4kτ :

P
(
P̂Xn

1 ,Y
n

1
∈ Sc4kτ

)
≤ ε . (4.115)

Therefore, when k � min{|X |, |Y|}, the fidelities τ and 4kτ are comparable, and it
is indeed more efficient to estimate the dominant information vectors of the CDM B̃
compared to estimating the entire DTM B.

� 4.6.4 Heuristic Comparison of Local Chernoff Exponents

In this subsection, we perform some heuristic analysis to illustrate that there is often
a sample complexity gain in estimating maximal correlation, cf. (4.1), over estimating
a single value of the DTM. The bulk of our analysis in subsections 4.6.1 and 4.6.2 has
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focused on obtaining a trade-off between the sample size n and the number of modes
k, while the trade-off with alphabet sizes |X | and |Y| has only been implicitly obtained
(through the constant δ). In contrast, we consider estimating only one principal mode
(i.e. k = 1) here, and focus on sample complexity with respect to |X | and |Y|.

Much like subsection 4.6.3, we assume for convenience in this subsection that |X | =
|Y| = K and K = O(1) with respect to the sample size n, and that the unknown
joint distribution PX,Y ∈ P◦X×Y . Furthermore, we also assume that the marginal pmfs
PX ∈ P◦X and PY ∈ P◦Y are known as in subsections 4.6.1 and 4.6.2. Now suppose we
observe the i.i.d. training samples (X1, Y1), . . . , (Xn, Yn) from PX,Y as before. Consider
the problem of estimating the correlation E[f(X)g(Y )] between a given pair of functions
f ∈ L2(X , PX) and g ∈ L2(Y, PY ) with the constraints:

E
[
f(X)2

]
= E

[
g(Y )2

]
= 1 (4.116)

from these training samples. (Note that we do not restrict the functions to have zero
mean.) In order to gauge the sample complexity of estimating E[f(X)g(Y )], we seek to
determine the rate at which the plug-in estimator:

Ên[f(X)g(Y )] = 1
n

n∑
i=1

f(Xi)g(Yi) (4.117)

where Ên[·] denotes the empirical expectation operator corresponding to the observa-
tions (X1, Y1), . . . , (Xn, Yn) (see (C.14) in appendix C.2), converges to E[f(X)g(Y )] in
probability as n→∞. To facilitate “back-of-the-envelope” calculations of such rates (or
error exponents), we present a tight characterization of the relevant Chernoff exponent
in the vanishing precision level limit.

Proposition 4.8 (Local Approximation of Chernoff Exponent for Bivariate
Distributions). Given the bivariate distribution PX,Y ∈ P◦X×Y , for any functions
f ∈ L2(X , PX) and g ∈ L2(Y, PY ) satisfying (4.116) such that E[f(X)g(Y )] 6= 0 and
VAR(f(X)g(Y )) > 0, we have:

− lim
∆→0+

1
∆2 lim

n→∞
1
n

log
(
P
(∣∣∣∣∣ Ên[f(X)g(Y )]

E[f(X)g(Y )] − 1
∣∣∣∣∣ ≥ ∆

))
= E[f(X)g(Y )]2

2VAR(f(X)g(Y )) .

Proof. This follows from Lemma C.3 in appendix C.2 by considering the pair of discrete
random variables (X,Y ) as a single discrete random variable, and letting t(x, y) =
f(x)g(y) for x ∈ X and y ∈ Y in Lemma C.3. �

Proposition 4.8 illustrates that the large deviations rate of decay of the probabil-
ity that Ên[f(X)g(Y )] has relative error greater than or equal to ∆ > 0 in estimat-
ing E[f(X)g(Y )] is inversely proportional to the squared coefficient of variation of
f(X)g(Y ) as ∆→ 0+. Since the squared coefficient of variation is more tractable than
general Sanov or Chernoff exponents, we will compare estimation of maximal correlation
with estimation of a particular entry of the DTM in terms of local Chernoff exponents.
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Specifically, we consider the first (leading) pair of maximal correlation functions f2 ∈
L2(X , PX) and g2 ∈ L2(Y, PY ) whose correlation is ρmax(X;Y ) = E[f2(X)g2(Y )] (see
part 4 of Theorem 4.1), and the pair of functions f̌x0 ∈ L2(X , PX) and ǧy0 ∈ L2(Y, PY ):

∀x ∈ X , f̌x0(x) , 1{x = x0}√
PX(x0)

(4.118)

∀y ∈ Y, ǧy0(y) , 1{y = y0}√
PY (y0)

(4.119)

for arbitrary choices of x0 ∈ X and y0 ∈ Y, whose correlation is:

E
[
f̌x0(X)ǧy0(Y )

]
= PX,Y (x0, y0)√

PX(x0)PY (y0)
= [B]y0,x0

(4.120)

where B ∈ RK×K is the DTM corresponding to PX,Y . It can be checked that f̌x0 and
ǧy0 satisfy (4.116) (and f2 and g2 clearly satisfy (4.116) by definition). As both PX and
PY are precisely given, we treat the estimation of (4.120) as the same as the estimation
of the entry PX,Y (x0, y0) of the joint distribution. The correlation between f2 and g2 is
generally high due to (4.1). Hence, f̌x0 and ǧy0 typically have smaller correlation than
f2 and g2. When K is large, we will argue that this correlation gap is particularly large.
This results in the estimation of ρmax(X;Y ) requiring a significantly smaller number of
samples than the estimation of PX,Y (x0, y0).

Suppose X and Y are not independent so that ρmax(X;Y ) = E[f2(X)g2(Y )] > 0.69
Then, using Proposition 4.8, observe that the ratio between the local Chernoff exponents
corresponding to the estimation of PX,Y (x0, y0) and the estimation of ρmax(X;Y ) is:

G(PX,Y ) ,
E
[
f̌x0(X)ǧy0(Y )

]2
VAR(f2(X)g2(Y ))

E[f2(X)g2(Y )]2 VAR
(
f̌x0(X)ǧy0(Y )

) = PX,Y (x0, y0)
ρmax(X;Y )2

VAR(f2(X)g2(Y ))
(1− PX,Y (x0, y0))

(4.121)
where the ratio G(PX,Y ) is a function of PX,Y . As indicated earlier, we expect the first
ratio term PX,Y (x0, y0)/ρmax(X;Y )2 in (4.121) to decay as K grows in most cases of
interest. On the other hand, when we square f2 and g2 element-wise, the property of
“maximal correlation” is intuitively lost. Hence, we expect the second ratio term in
(4.121) to be insignificant (or constant with respect to K). In principle, this intuition
does not hold for all joint pmfs PX,Y ∈ P◦X×Y , but we believe that it holds for “most”
joint pmfs when K is large.

To heuristically demonstrate this and establish how G(PX,Y ) scales with K, suppose
PX,Y is randomly generated in the following way. We generate a K×K random matrix
Z ∈ RK×K whose entries are i.i.d. exponential random variables with rate 1, and let
PX,Y (x, y) = [Z]y,x/K2 for each x ∈ X and y ∈ Y. (Strictly speaking, the resulting
random PX,Y is not normalized, but suffices as an approximation of a valid pmf because

69It is straightforward to show that VAR(f2(X)g2(Y )) > 0.
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∑
x,y PX,Y (x, y) → 1 a.s. as K → ∞ by the SLLN.70 Furthermore, PX,Y satisfies all

the regularity conditions needed to define (4.121) a.s., e.g. PX,Y ∈ P◦X×Y a.s.) Then,
standard calculations using exponential random variables yield:

E[PX,Y (x0, y0)] = 1
K2 (4.122)

E
[

min
x∈X , y∈Y

PX,Y (x, y)
]

= 1
K4 (4.123)

where the expectations are with respect to the law of Z, x0 ∈ X and y0 ∈ Y are
fixed in (4.122), and (4.123) uses the semigroup property of exponential distributions
which shows that minx,y [Z]y,x has exponential distribution with rate K2. Moreover,
since PX(x) = (1/K2)

∑
y Zy,x for every x ∈ X and KPX(x) → 1 a.s. as K → ∞

by the SLLN, we will approximate PX with a uniform distribution. Similarly, we will
approximate PY with a uniform distribution. Hence, an approximation to the CDM is
the zero mean random matrix:

B̃ = 1
K

(
Z − 11T

)
∈ RK×K . (4.124)

Notice that the expected value of ‖B̃‖2op satisfies the lower bound:

E
[∥∥∥B̃∥∥∥2

op

]
= E

[∥∥∥B̃B̃T
∥∥∥

op

]
= 1
K2 E

[∥∥∥ZZT − Z11T − 11TZT +K11T
∥∥∥

op

]
≥ 1
K2

∥∥∥E[ZZT ]−K11T
∥∥∥

op

= 1
K

(4.125)

where the third inequality follows from applying Jensen’s inequality and simplifying the
result, and the final equality follows from direct calculation. Intuitively, the Marčenko-
Pastur law applied to KB̃B̃T suggests that E[‖B̃B̃T ‖op] = O(1/K), cf. [79, Theo-
rem 4.1], [18, Theorem 3.6]. This upper bound can be deduced using (the proof tech-
niques of) results like [18, Theorem 5.8], or [270, Theorem 2.3.8] which states that
E[‖B̃‖op]2 = O(1/K). Thus, E[‖B̃‖2op], which represents the expected value of squared
maximal correlation (see part 3 of Theorem 4.1), has the following scaling with K:

E
[∥∥∥B̃∥∥∥2

op

]
= Θ

( 1
K

)
(4.126)

which we note is a factor of Θ(K) larger than (4.122) as predicted. Therefore, for
arbitrary x0 ∈ X and y0 ∈ Y, (4.122) and (4.126) (non-rigorously) portray that the

70If we seek to rigorize this model, then we must set PX,Y (x, y) = [Z]y,x/N for every x ∈ X and
y ∈ Y, where N =

∑
x,y

[Z]y,x is the normalization random variable. The resulting random pmf PX,Y
has a flat Dirichlet distribution that is uniform on the probability simplex of all pmfs on X × Y.

172



Sec. 4.7. Conclusion and Future Directions

ratio (4.121) scales like Θ(1/K) on average, where we assume that VAR(f2(X)g2(Y ))
has constant scaling Θ(1) on average (as mentioned earlier). This scaling law is also
illustrated in [182, Figure 1] via numerical simulations. Additionally, when x0 ∈ X
and y0 ∈ Y are the elements with the minimum joint probability mass PX,Y (x0, y0) =
minx,y PX,Y (x, y), (4.123) and (4.126) (non-rigorously) portray that the ratio (4.121)
scales like Θ(1/K3) on average.

These heuristic calculations show that the maximal correlation functions f2 and g2
are not only good information carriers, but the correlation between them is also easier
to estimate compared to other pairs of functions like f̌x0 and ǧy0 . Indeed, G(PX,Y ) in
(4.121) is the ratio between the number of samples required to achieve an asymptotically
small precision level ∆ > 0 and confidence level 1 − ε, for some small ε > 0, in the
estimation of E[f̌x0(X)ǧy0(Y )] and the number of samples required to achieve the same
precision and confidence levels in the estimation of E[f2(X)g2(Y )]. Since we argue above
thatG(PX,Y ) is Θ(1/K) on average, the sample size n required to estimate ρmax(X;Y ) is
a factor of Θ(K) smaller than that required to estimate PX,Y (x0, y0). Consequently, the
sample ACE algorithm, i.e. the sample version of Algorithm 2 with k = 1 mode, which
computes an estimate of maximal correlation akin to Ên[f2(X)g2(Y )] in its termination
condition, also (intuitively) benefits from this saving in the sample complexity compared
to plug-in estimation of the entries of the joint pmf PX,Y .

� 4.7 Conclusion and Future Directions

In this chapter, we developed modal decompositions of bivariate distributions, which are
well-known in the theory of correspondence analysis and Lancaster distributions (see
Theorem 4.3), from the perspective of feature extraction for the purposes of performing
unspecified inference tasks. We now briefly delineate the four main contributions in this
development. Our first main contribution was to illustrate that maximal correlation
functions, which can be obtained from the formulation of maximal correlation in (4.1)
and its natural generalizations in Propositions 4.1 and 4.2, can be used as informative
feature functions of data. In particular, we argued the utility of maximal correlation
functions by:

1. using local information geometric analysis to reveal how maximal correlation func-
tions can meaningfully decompose information contained in categorical data that
is observed through a memoryless noise model,

2. expounding how maximal correlation functions can be used as embeddings of cate-
gorical bivariate data that capture the salient dependencies of the underlying joint
distribution.

The aforementioned local information geometric analysis unveiled a trinity of equiv-
alent representations of a probability distribution under local approximations, namely
the distribution itself, an associated information vector, and an associated feature func-
tion. Furthermore, we showed that the operation of a channel PY |X ∈ PY|X (which
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acts on probability distributions) under local approximations can be equivalently de-
scribed by the corresponding DTM B ∈ R|Y|×|X | (which acts on information vectors)
and the corresponding conditional expectation operator C : L2(X , PX) → L2(Y, PY )
(which acts on feature functions). Our second main contribution was to characterize
the important defining properties of DTMs and conditional expectation operators in
Theorems 4.1 and 4.2, as well as in Proposition C.4 in appendix C.3.

Since Propositions 4.1 and 4.2 demonstrated that maximal correlation functions
are singular vectors of C, we next considered the problem of estimating maximal cor-
relation functions from training data by adapting known techniques from numerical
linear algebra. Specifically, our third main contribution was to reinterpret the well-
known orthogonal iteration method for computing singular vectors of the DTM B (see
Algorithm 1) from a statistical standpoint. This engendered an iterative procedure for
computing maximal correlation functions from data that we called the sample extended
ACE algorithm (see Algorithm 2). This algorithm turned out to be a generalization of
Breiman and Friedman’s ACE algorithm for regression, and we illustrated how it serves
as an important feature extraction and dimensionality reduction tool for categorical
bivariate data. (We remark that several applications of the extended ACE algorithm
and our broader development here to softmax regression, neural networks, and image
classification are depicted in [133].)

In order to better understand the sample extended ACE algorithm, we elucidated
its close connection to several well-known techniques in the literature such as principal
component analysis, canonical correlation analysis, and diffusion maps. Furthermore,
our fourth main contribution was our sample complexity analysis for the sample orthog-
onal iteration method (which is equivalent to the sample extended ACE algorithm). In
particular, Propositions 4.5 and 4.6 and Theorems 4.5 and 4.6 portrayed the relation-
ship between sample size and number of modes being estimated, and Propositions 4.7
and 4.8 conveyed some complementary perspectives.

We conclude our discussion on modal decompositions by proposing some avenues
for future research. As we mentioned at the ends of subsections 4.6.1 and 4.6.2, proving
minimax lower bounds for the estimation problems in these subsections is a viable di-
rection of future work. We additionally suggest some approaches to extend the theory of
modal decompositions for bivariate distributions developed in this chapter to univari-
ate or general multivariate distribution settings. Such scenarios are clearly of practical
interest. For example, continuing with our running narrative of the “Netflix problem,”
we may only have access to the frequency at which different movies are streamed by
subscribers (without any information regarding which subscribers watched a particular
movie) due to privacy concerns. This is obviously a univariate setting. Alternatively, in
addition to collecting data about subscribers and movies, we may also have information
about a third variable, e.g. whether or not a subscriber watched a movie in its entirety.
In this setting, our data samples are 3-tuples since we have three categorical variables
of interest. In both these scenarios, we are interested in the unsupervised learning prob-
lem of finding a small number of real-valued features of the categorical variables for an
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unspecified inference task. Clearly, the discussion in this chapter suggests that modal
decompositions of the distributions generating the data are particularly useful for fea-
ture extraction.

In the univariate case, there is no canonical definition of “informative” feature func-
tions when the inference task is unknown. (In fact, if there are no dependencies to cap-
ture, the term “modal decomposition” is perhaps a misnomer in this scenario.) However,
one approach to constructing feature functions in this scenario is to first associate a self-
adjoint operator on the Hilbert space of real-valued functions on the given categorical
alphabet to the empirical distribution of the data, and then use the orthonormal basis of
eigenvectors of this operator as the set of feature functions. There are many avenues to
explore within this general framework. For instance, we can construe the empirical dis-
tribution of the categorical data as an invariant measure of a reversible Markov chain,
which defines a self-adjoint conditional expectation operator. Since there are several
reversible Markov chains with the same invariant measure, we can impose additional
constraints to yield a unique canonical reversible Markov chain (e.g. choose the random
walk on the sparsest weighted undirected graph, cf. [170, Section 9.1], where the vertex
set is the categorical alphabet, or assume that the ordered data samples are drawn from
a reversible Markov chain so that it can be learned). The spectral decomposition of this
Markov chain yields the desired real-valued feature functions.

In the multivariate case with three or more categorical variables, it is reasonable
to require the learned feature functions to summarize the salient dependencies between
the variables (much like the bivariate case). Since the joint distribution can be written
as a higher-order tensor, one approach to obtaining a modal decomposition for the
purposes of feature extraction is to decompose some higher-order tensor associated
with the joint distribution by employing a generalization of the SVD. There are several
such generalizations in multilinear algebra, e.g. the canonical polyadic decomposition or
the Tucker decomposition, and such tensor decompositions have been widely applied
in signal processing and machine learning contexts, cf. [254]. Exploring some of the
aforementioned ideas could lead to other exciting approaches for feature extraction and
dimensionality reduction.

� 4.8 Digression: The Permutation Channel

In this final section, we study the problem of reliable communication through permu-
tation channels. Specifically, we define and analyze a pertinent notion of information
capacity for permutation channels. Permutation channels refer to discrete memoryless
channels (DMCs) followed by random permutation transformations that are applied to
the entire blocklength of the output codeword. Such channels can be perceived as mod-
els of communication links where packets are not delivered in sequence, and hence, the
ordering of the packets does not contain any information. Since all information embed-
ded within the ordering of symbols in a codeword is lost in such channels, information
must be transmitted by varying the types (empirical distributions or compositions) of
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the codewords.
At first glance, the problem of judiciously selecting codeword types for a “good” en-

coder appears to be closely related to our discussion of modal decompositions. Indeed,
a naïve intuition suggests that under a local approximation lens, the “most detectable”
codeword types at the receiver are spherical perturbations of some fixed source dis-
tribution (e.g. the capacity achieving input distribution of the DMC) along dominant
singular vector directions of the DTM defined by the DMC and the source distribution,
cf. [132]. Although this intuition originally propelled us to study permutation chan-
nels, the analysis in this section demonstrates that the intuition is erroneous, and that
the information capacity of permutation channels is achieved through different coding
techniques.

Therefore, the analysis in this section digresses from our overarching theme of infor-
mation contraction. However, it turns out to be peripherally related to the next chapter
on broadcasting. Indeed, the achievability proof in subsection 4.8.3 employs the so called
second moment method for TV distance, which is precisely the technique used to prove
that reconstruction is possible on trees when the BSC noise level is below the critical
(Kesten-Stigum) threshold [83]. Hence, this section bridges our discussion of modal de-
compositions with our discussion of broadcasting in chapter 5 (since it is inspired by the
former and its techniques are relevant to the latter). The ensuing subsections 4.8.1 and
4.8.2 provide some background literature to motivate our analysis, a formal description
of the model, and an outline of our main results.

� 4.8.1 Related Literature and Motivation

The setting of channel coding with transpositions, where the output codeword undergoes
some reordering of its symbols, has been widely studied in both the coding theory and
the communication networks communities. For example, in the coding theory literature,
one earlier line of work concerned the construction of error-correcting codes that achieve
capacity of the random deletion channel. The random deletion channel operates on
the codeword space by deleting each input codeword symbol independently with some
probability p ∈ (0, 1), and copying it otherwise. As explained in [204, Section I], with
sufficiently large alphabet size q = 2b (where each symbol can be construed as a packet
with b bits), “embedding sequence numbers into the transmitted symbols [turns] the
deletion channel [into a memoryless] erasure channel.” Since the erasure channel setting
was well-understood, the intriguing question became to construct (nearly) capacity
achieving codes for the deletion channel using sufficiently large packet length b, but
without embedding sequence numbers (see [71, 204], and the references therein). In
particular, the author of [204] demonstrated that low density parity check (LDPC) codes
with verification-based decoding formed a computationally tractable coding scheme
with these properties. This scheme also tolerated transpositions of packets that were not
deleted in the process of transmission. Therefore, it was equivalently a coding scheme for
a memoryless erasure channel followed by a random permutation block (albeit with very
large alphabet size). Several other coding schemes for erasure permutation channels with
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sufficiently large alphabet size have also been developed in the literature; see e.g. [201],
which builds upon the key conceptual ideas in [204], and the references therein.

This discussion regarding the random deletion channel has a patent counterpart
in the communication networks literature. Indeed, in the context of the well-known
store-and-forward transmission scheme for networks, packet losses (or deletions) were
typically corrected using Reed-Solomon codes which assumed that each packet carried a
header with a sequence number—see e.g. [292], [94, Section I], and the references therein.
Much like in the deletion channel setting, this simplified the error correction problem
since packet losses could be treated as erasures. However, “motivated by networks whose
topologies change over time, or where several routes with unequal delays are available
to transmit the data,” the author of [94] illustrated that packet errors and losses could
also be corrected using binary codes under a channel model where the impaired or lost
packets were randomly permuted, and the packets were not indexed.

Several other aspects of permutation channels have also been investigated in the
communication networks literature. For instance, the permutation channel was a useful
model for point-to-point communication between a source and a receiver that used a
lower level multipath routed network. Indeed, since packets (or symbols) could take dif-
ferent paths to the receiver in such a network, they would arrive at the destination out
of order due to different delay profiles in the different paths. The authors of [287] estab-
lished rate-delay tradeoffs for such communication networks, although they neglected
to account for packet impairments such as deletions in their analysis for simplicity.

More recently, inspired by packet networks such as mobile ad hoc networks (where
the network topology changes over time), and heavily loaded datagram-based net-
works (where packets are often re-routed for load balancing purposes), the authors
of [160], [161], and [159] have considered the general problem of coding in channels
where the codeword undergoes a random permutation and is subjected to impairments
such as insertions, deletions, substitutions, and erasures. As stated in [160, Section I],
the general strategy to communicate across a channel that applies a transformation to
its codewords is to “encode the information in an object that is invariant under the
given transformation.” In the case of the permutation channel, the appropriate codes
are the so called multiset codes (where the codewords are characterized by their empiri-
cal distribution over the underlying alphabet). The existence of certain perfect multiset
codes is established in [161], and several other multiset code constructions based on
lattices and Sidon sets are analyzed in [159].

An alternative motivation for analyzing permutation channels stems from the study
of DNA based storage systems, cf. [123] and the references therein. The authors of
[123] examined the storage capacity of systems where the source is encoded via DNA
molecules. These molecules are cached in an unordered fashion akin to the effect of
a permutation channel. However, as stated in [159, Section I-B], the model for such
systems also differs from our model since the receiver samples the stored codewords with
replacement and without errors. We refer readers to the comprehensive bibliography
in [159] for other related literature on permutation channels.
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As the discussion heretofore reveals, the majority of the literature on permutation
channels analyzes its coding theoretic aspects. In contrast, we approach these channels
from a purely information theoretic perspective. To our knowledge, there are no known
results on the information capacity of the permutation channel model described in the
next subsection. (Indeed, while the aforementioned references [71] and [123] have a more
information theoretic focus, they analyze different models to ours.) In this section, we
will prove some initial results towards a complete understanding of the information
capacity of permutation channels. Rather interestingly, our achievability proofs will
automatically yield computationally tractable codes for communication through certain
permutation channels, thereby rendering the need for developing sophisticated coding
schemes for these channels futile when achieving capacity is the sole objective.

� 4.8.2 Permutation Channel Model

Encoder DMC Permutation Decoder

Figure 4.1. Illustration of a communication system with a DMC followed by a random permutation.

We define the point-to-point permutation channel model in analogy with standard
information theoretic definitions, cf. [53, Section 7.5]. Let M ∈M , {1, . . . , |M|} be a
message random variable that is drawn uniformly fromM, fn :M→ X n be a (possibly
randomized) encoder, where X is the finite input alphabet of the channel and n ∈ N
is the blocklength, and gn : Yn → M be a (possibly randomized) decoder, where Y
is the finite output alphabet of the channel. The message M is first encoded into a
codeword Xn

1 = fn(M), where each Xi ∈ X . This codeword is transmitted through a
DMC defined by the conditional probability distributions {PZ|X=x ∈ PY : x ∈ X} to
produce Zn1 ∈ Yn, where Zi ∈ Y. The memorylessness property of the DMC implies
that:

∀xn1 ∈ X n, ∀zn1 ∈ Yn, PZn1 |Xn
1

(zn1 |xn1 ) =
n∏
i=1

PZ|X(zi|xi) . (4.127)

The noisy codeword Zn1 is then passed through a random permutation transforma-
tion to generate Y n

1 ∈ Yn, i.e. for a randomly and uniformly chosen permutation
π : {1, . . . , n} → {1, . . . , n} (which is independent of everything else), each Yi = Zπ(i) for
all i ∈ {1, . . . , n}. Finally, the received codeword Y n

1 is decoded to produce an estimate
M̂ = gn(Y n

1 ) of M . Figure 4.1 illustrates this communication system.
Let the average probability of error in this model be:

Pnerror , P(M 6= M̂) , (4.128)
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and the “rate” of the encoder-decoder pair (fn, gn) be defined as:

R ,
log(|M|)

log(n) . (4.129)

So, we can also write |M| = nR. (Strictly speaking, nR should be an integer, but we
will neglect this detail since it will not affect our results.) We will say that a rate R ≥ 0
is achievable if there is a sequence of encoder-decoder pairs {(fn, gn) : n ∈ N} such that
limn→∞ P

n
error = 0. Lastly, we operationally define the permutation channel capacity as:

Cperm(PZ|X) , sup{R ≥ 0 : R is achievable} . (4.130)

It is straightforward to verify that the scaling in (4.129) is indeed log(n) rather
than the standard n. As mentioned earlier, due the random permutation in the model,
all information embedded in the ordering within codewords is lost. (In fact, canonical
fixed composition codes cannot carry more than one message in this setting.) So, the
maximum number of decodable messages is upper bounded by the number of possible
empirical distributions of Y n

1 :

nR = |M| ≤
(
n+ |Y| − 1
|Y| − 1

)
≤ (n+ 1)|Y|−1 (4.131)

where taking log’s and letting n → ∞ yields Cperm(PZ|X) ≤ |Y| − 1 (at least non-
rigorously). This justifies that log(n) is the correct scaling in (4.129), i.e. the maximum
number of messages that can be reliably communicated is polynomial in the blocklength
(rather than exponential).

In the remainder of this section, we will consider two canonical specializations of
the aforementioned permutation channel model: the case where the DMC is a BSC,
and the case where it is a binary erasure channel (BEC). In the context of [160], [161],
and [159], the former case corresponds to permutation channels with substitution errors,
and the latter case corresponds to permutation channels with erasures (or equivalently,
deletions—see [159, Remark 1]). We will establish the permutation channel capacity of
the BSC exactly in subsection 4.8.3. In particular, our achievability proof will follow
from a binary hypothesis testing result that will be derived using the second moment
method. Then, we will prove bounds on the permutation channel capacity of the BEC
in subsection 4.8.4. Finally, we will conclude this digression into permutation channels
and propose future research directions in subsection 4.8.5.

� 4.8.3 Permutation Channel Capacity of BSC

In this subsection, we let X = {0, 1} and Y = {0, 1} within the formalism of subsec-
tion 4.8.2. Moreover, we let the DMC be a BSC(p), where p ∈ [0, 1] is the crossover
probability. To derive the permutation channel capacity of BSCs, we first prove a useful
auxiliary lemma.
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Lemma 4.2 (Testing between Converging Hypotheses). Fix any n ∈ N, and
any constants εn ∈

(
0, 1

2
)
and pn ∈

(
0, 1 −

(
1/n

1
2−εn

))
that can depend on n. Consider

a binary hypothesis testing problem with hypothesis random variable H ∼ Bernoulli
(1

2
)

(i.e. uniform Bernoulli prior), and likelihoods PX|H=0 = Bernoulli(pn) and PX|H=1 =
Bernoulli

(
pn +

(
1/n

1
2−εn

))
on the alphabet X = {0, 1}, such that we observe n samples

Xn
1 that are drawn conditionally i.i.d. given H from the likelihoods:

Given H = 0 : Xn
1

i.i.d.∼ PX|H=0 = Bernoulli(pn) ,

Given H = 1 : Xn
1

i.i.d.∼ PX|H=1 = Bernoulli
(
pn + 1

n
1
2−εn

)
.

Then, the minimum probability of error corresponding to the ML decoder Ĥn
ML : {0, 1}n

→ {0, 1} for H based on Xn
1 , Ĥn

ML(Xn
1 ), satisfies:

PnML , P
(
Ĥn

ML(Xn
1 ) 6= H

)
≤ 3

2n2εn .

This implies that lim
n→∞

PnML = 0 when lim
n→∞

nεn = +∞.

Proof. Let Tn ∈ Tn =
{
k
n − cn : k ∈ [n+ 1]

}
be the translated arithmetic mean of Xn

1 :

Tn ,
1
n

n∑
i=1

Xi − cn

where the constant cn (that can depend on n) will be chosen later. Moreover, for ease
of exposition, let T−n and T+

n be random variables with probability distributions given
by the likelihoods P−Tn = PTn|H=0 and P+

Tn
= PTn|H=1, respectively, such that:

PTn = 1
2P
−
Tn

+ 1
2P

+
Tn
.

It is straightforward to verify that Tn is a sufficient statistic of Xn
1 for performing

inference about H. So, the ML decoder for H based on Xn
1 , Ĥn

ML(Xn
1 ), is a function of

Tn without loss of generality, and we denote it as Ĥn
ML : Tn → {0, 1}, Ĥn

ML(Tn) (with
abuse of notation); in particular, the ML decoder simply thresholds the statistic Tn to
detect H.

To upper bound PnML = P(Ĥn
ML(Tn) 6= H), recall Le Cam’s relation for the ML

decoding probability of error, cf. [278, proof of Theorem 2.2(i)]:

PnML = 1
2
(
1−

∥∥∥P+
Tn
− P−Tn

∥∥∥
TV

)
. (4.132)

Furthermore, recall the so called second moment method lower bound on TV dis-
tance—see e.g. [83, Lemma 4.2(iii)]:∥∥∥P+

Tn
− P−Tn

∥∥∥
TV

= 1
2
∑
t∈Tn

∣∣∣PTn|H(t|1)− PTn|H(t|0)
∣∣∣
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≥ 1
4
∑
t∈Tn

(
PTn|H(t|1)− PTn|H(t|0)

)2

PTn(t)

= LC 1
2
(P+

Tn
||P−Tn) (4.133)

≥
(
E
[
T+
n

]
− E[T−n ]

)2
4E[T 2

n ] (4.134)

where the first equality follows from (2.4) in chapter 2, the second inequality holds
because |PTn|H(t|1)−PTn|H(t|0)| ≤ PTn|H(t|1)+PTn|H(t|0) for all t ∈ Tn, (4.133) follows
from (2.11) and shows that ‖P+

Tn
− P−Tn‖TV is lower bounded by the Vincze-Le Cam

distance LC1/2(P+
Tn
||P−Tn), and (4.134) follows from the Cauchy-Schwarz(-Bunyakovsky)

inequality.
We now select the constant cn. Since both ‖P+

Tn
− P−Tn‖TV and the numerator of

(4.134) are invariant to the value of cn, the best bound of the form (4.134) is obtained
by minimizing the second moment E[T 2

n ]. Thus, cn is given by:

cn = 1
n

n∑
i=1

E[Xi] = pn + 1
2n

1
2−εn

(4.135)

using the facts that Xn
1

i.i.d.∼ Bernoulli(pn) given H = 0, and Xn
1

i.i.d.∼ Bernoulli
(
pn +(

1/n
1
2−εn

))
given H = 1. This ensures that E[Tn] = 0, and the denominator in (4.134)

is E
[
T 2
n

]
= VAR(Tn). We remark that with this choice of cn, (4.134) can be perceived

as a Hammersley-Chapman-Robbins bound [44,116], where the Vincze-Le Cam distance
in (4.133) replaces the usual χ2-divergence.

Combining (4.132) and (4.134) yields the following upper bound on the ML decoding
probability of error PnML:

PnML ≤
1
2

(
1−

(
E
[
T+
n

]
− E[T−n ]

)2
4E[T 2

n ]

)
(4.136)

which we now compute explicitly. Observe using (4.135) that:

E
[
T+
n

]
= E

[
1
n

n∑
i=1

Xi − cn

∣∣∣∣∣H = 1
]

= 1
2n

1
2−εn

,

E
[
T−n
]

= E
[

1
n

n∑
i=1

Xi − cn

∣∣∣∣∣H = 0
]

= −1
2n

1
2−εn

.

Furthermore, using (4.135), we also get:

E
[
T 2
n

]
= 1
n2E

[(
n∑
i=1

Xi − E[Xi]
)(

n∑
k=1

Xk − E[Xk]
)]
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= 1
n
VAR(X1) +

(
n− 1
n

)
COV(X1, X2)

= 1
n

(
pn + 1

2n
1
2−εn

)(
1− pn −

1
2n

1
2−εn

)
+
(
n− 1
n

)(1
2p

2
n + 1

2

(
pn + 1

n
1
2−εn

)2
−
(
pn + 1

2n
1
2−εn

)2
)

= pn(1− pn)
n

+ 1− 2pn
2n

3
2−εn

+ n− 2
4n2−2εn

≤ 1
4n + 1

2n
3
2−εn

+ 1
4n1−2εn

where the final inequality follows from the bounds pn(1 − pn) ≤ 1
4 , 1 − 2pn ≤ 1, and

n− 2 ≤ n. Plugging in these expressions into (4.136), we have:

PnML ≤
1
2

1−

( 1
n

1
2−εn

)2

4
( 1

4n + 1
2n

3
2−εn

+ 1
4n1−2εn

)


= 1
2

1− 1

1 + 1
n2εn + 2

n
1
2 +εn



≤ 1
2

1− 1

1 + 3
n2εn


≤ 3

2n2εn (4.137)

where the third inequality holds because εn < 1
2 . This completes the proof. �

This lemma illustrates that as long as the difference between the parameters that
define PX|H=0 and PX|H=1 vanishes slower than Θ(1/

√
n), we can decode the hypothesis

H with vanishing probability of error as n → ∞. Intuitively, this holds because the
standard deviation of the sufficient statistic Tn is O(1/

√
n) (neglecting εn). So, as long

as the difference between the two parameters is ω(1/
√
n), it is possible to distinguish

between the two hypotheses. We also remark that tighter upper bounds on PnML can be
obtained using standard exponential concentration of measure inequalities. However,
the simpler second moment method approach suffices for our purposes.

We will also require the following useful estimate of the entropy of a binomial dis-
tribution from the literature in our converse proof of the permutation channel capacity
of BSCs.
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Lemma 4.3 (Approximation of Binomial Entropy [4, Equation (7)]). Given a
binomial random variable X ∼ binomial(n, p) with n ∈ N and p ∈ (0, 1), we have:∣∣∣∣H(X)− 1

2 log(2πenp(1− p))
∣∣∣∣ ≤ c(p)

n

for some constant c(p) ≥ 0, where H(·) denotes the Shannon entropy function.

We next present our first main result of this section, which exploits Lemmata 4.2
and 4.3 to derive a coding theorem for BSCs.

Theorem 4.7 (Permutation Channel Capacity of BSC).

Cperm(BSC(p)) =


1 , p = 0, 1
1
2 , p ∈

(
0, 1

2

)
∪
(

1
2 , 1
)

0 , p = 1
2

.

Proof.
Converse for p ∈

(
0, 1

2
)
∪
(1

2 , 1
)
: Suppose we are given a sequence of encoder-

decoder pairs {(fn, gn) : n ∈ N} on message sets of cardinality |M| = nR such that
limn→∞ P

n
error = 0. Consider the Markov chain M → Xn

1 → Zn1 → Y n
1 → Sn ,

∑n
i=1 Yi.

Observe that for every yn1 ∈ {0, 1}n and m ∈M:

PY n1 |M (yn1 |m) =
(

n

|yn1 |H

)−1

P(|Zn1 |H = |yn1 |H |M = m)

where | · |H denotes the Hamming weight of a binary string. Since PY n1 |M (yn1 |m) depends
on yn1 through |yn1 |H, the Fisher-Neyman factorization theorem implies that Sn is a
sufficient statistic of Y n

1 for performing inference about M [150, Theorem 3.6]. Then,
following the standard argument from [53, Section 7.9], we have:

R log(n) = H(M)
= H(M |M̂) + I(M ; M̂)
≤ log(2) + PnerrorR log(n) + I(M ;Y n

1 )
= log(2) + PnerrorR log(n) + I(M ;Sn)
≤ log(2) + PnerrorR log(n) + I(Xn

1 ;Sn) (4.138)

where the first equality holds because M is uniformly distributed, the third line follows
from Fano’s inequality and the DPI [53, Theorems 2.10.1 and 2.8.1], the fourth line
holds because Sn is a sufficient statistic, cf. [53, Section 2.9], and the last line also
follows from the DPI [53, Theorem 2.8.1] (cf. (3.1) in chapter 3).

We now upper bound I(Xn
1 ;Sn). Notice that:

I(Xn
1 ;Sn) = H(Sn)−H(Sn|Xn

1 )
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≤ log(n+ 1)−
∑

xn1∈{0,1}n
PXn

1
(xn1 )H(Sn|Xn

1 = xn1 ) (4.139)

where we use the fact that Sn ∈ [n+1]. Given Xn
1 = xn1 for any fixed xn1 ∈ {0, 1}n, {Zi ∼

Bernoulli
(
p1−xi(1 − p)xi

)
: i ∈ {1, . . . , n}} are mutually independent and

∑n
i=1 Zi = Sn

a.s. Hence, we have:

H(Sn|Xn
1 = xn1 ) = H

 k∑
i=1

Ai +
n∑

j=k+1
Bj


≥ max

H
(

k∑
i=1

Ai

)
, H

 n∑
j=k+1

Bj


where k = |xn1 |H, Ak1

i.i.d.∼ Bernoulli(1 − p) and Bn
k+1

i.i.d.∼ Bernoulli(p) are independent,
and the inequality follows from [53, Problem 2.14]. (Note that if k ∈ {0, n}, then one of
the summations above is trivially 0, and its entropy is also 0.) Since max{k, n−k} ≥ n

2 ,
we can use Lemma 4.3 to get:

H(Sn|Xn
1 = xn1 ) ≥ 1

2 log(πep(1− p)n)− 2c(p)
n

which we can substitute into (4.139) and obtain:

I(Xn
1 ;Sn) ≤ log(n+ 1)− 1

2 log(πep(1− p)n) + 2c(p)
n

. (4.140)

Combining (4.138) and (4.140), and dividing by log(n), yields:

R ≤ PnerrorR+ log(2) + log(n+ 1)
log(n) − log(πep(1− p)n)

2 log(n) + 2c(p)
n log(n)

where letting n→∞ produces R ≤ 1
2 . Therefore, we have Cperm(BSC(p)) ≤ 1

2 .
Converse for p = 1

2 : The output of the BSC is independent of the input, and
I(Xn

1 ;Sn) = 0. So, dividing both sides of (4.138) by log(n) yields:

R ≤ log(2)
log(n) + PnerrorR

where letting n→∞ produces R ≤ 0. Therefore, we have Cperm
(
BSC

(1
2
))

= 0.
Converse for p ∈ {0, 1}: Starting from (4.139), we get the inequality I(Xn

1 ;Sn) ≤
log(n+ 1), since H(Sn|Xn

1 ) = 0. As before, combining (4.138) and this inequality, and
dividing by log(n), yields:

R ≤ log(2)
log(n) + PnerrorR+ log(n+ 1)

log(n)

where letting n→∞ produces R ≤ 1. Therefore, we have Cperm(BSC(p)) ≤ 1.
Achievability for p ∈

(
0, 1

2
)
∪
(1

2 , 1
)
: For any ε ∈

(
0, 1

2
)
, suppose we have:
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1. |M| = n
1
2−ε messages,

2. a randomized encoder fn :M→ {0, 1}n such that:

∀m ∈M, fn(m) = Xn
1

i.i.d.∼ Bernoulli
(

m

n
1
2−ε

)
,

3. an ML decoder gn : {0, 1}n →M such that:

∀yn1 ∈ {0, 1}n, gn(yn1 ) = arg max
m∈M

PY n1 |M (yn1 |m)

where the tie-breaking rule (when there are many maximizers) does not affect
Pnerror.

This completely specifies the communication system model in subsection 4.8.2. We now
analyze the average probability of error for this simple encoding and decoding scheme.

Let us condition on the event M = m ∈ M. Then, Xn
1

i.i.d.∼ Bernoulli
(
m/n

1
2−ε
)
, and

Zn1
i.i.d.∼ Bernoulli

(
p ∗

(
m/n

1
2−ε
))

since the BSC is memoryless, where r ∗ s , r(1− s) +
s(1−r) denotes the convolution of r, s ∈ [0, 1]. Moreover, Y n

1
i.i.d.∼ Bernoulli

(
p∗
(
m/n

1
2−ε
))

because it is the output of passing Zn1 through a random permutation. The conditional
probability that our ML decoder makes an error is upper bounded by:

P(M̂ 6= M |M = m) = P(gn(Y n
1 ) 6= m|M = m)

≤ P
(
∃ i ∈M\{m}, PY n1 |M (Y n

1 |i) ≥ PY n1 |M (Y n
1 |m)

∣∣∣M = m
)

≤
∑

i∈M\{m}
P
(
PY n1 |M (Y n

1 |i) ≥ PY n1 |M (Y n
1 |m)

∣∣∣M = m
)

(4.141)

where the second inequality is an upper bound because we regard the equality case,
PY n1 |M (Y n

1 |i) = PY n1 |M (Y n
1 |m) for i 6= m, as an error (even though the ML decoder may

return the correct message in this scenario), and the third inequality follows from the
union bound. To show that this upper bound vanishes, for any message i 6= m, consider
a binary hypothesis test with likelihoods:

Given H = 0 : Y n
1

i.i.d.∼ Bernoulli
(
p ∗ m

n
1
2−ε

)
Given H = 1 : Y n

1
i.i.d.∼ Bernoulli

(
p ∗ i

n
1
2−ε

)
where the hypotheses H = 0 and H = 1 correspond to the messagesM = m andM = i,
respectively. The magnitude of the difference between the two Bernoulli parameters is:∣∣∣∣p ∗ m

n
1
2−ε
− p ∗ i

n
1
2−ε

∣∣∣∣ = |1− 2p||m− i|
n

1
2−ε

= 1
n

1
2−εn
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where (for sufficiently large n depending on p):

εn = ε+ log(|1− 2p||m− i|)
log(n) ∈

(
0, 1

2

)
.

Using Lemma 4.2, if H ∼ Bernoulli
(1

2
)
, then PnML = P(Ĥn

ML(Y n
1 ) 6= H) satisfies:

PnML = 1
2P
(
Ĥn

ML(Y n
1 ) = 1

∣∣∣M = m
)

+ 1
2P
(
Ĥn

ML(Y n
1 ) = 0

∣∣∣M = i
)
≤ 3

2n2εn

which implies that the false-alarm probability satisfies:

P
(
Ĥn

ML(Y n
1 ) = 1

∣∣∣M = m
)

= P
(
PY n1 |M (Y n

1 |i) ≥ PY n1 |M (Y n
1 |m)

∣∣∣M = m
)
≤ 3
n2εn
(4.142)

where the equality follows from breaking ties, i.e. cases where we get PY n1 |M (Y n
1 |i) =

PY n1 |M (Y n
1 |m), by assigning Ĥn

ML(Y n
1 ) = 1 (which does not affect the analysis of PnML in

Lemma 4.2).
Combining (4.141) and (4.142) yields:

P(M̂ 6= M |M = m) ≤
∑

i∈M\{m}

3
n2εn

= 3
∑

i∈M\{m}

(
1

n
ε+ log(|1−2p||m−i|)

log(n)

)2

= 3
(1− 2p)2n2ε

∑
i∈M\{m}

1
(m− i)2

≤ 3
(1− 2p)2n2ε

∞∑
k=1

2
k2

= π2

(1− 2p)2n2ε (4.143)

where the fourth inequality holds because k = m− i ranges over a subset of all non-zero
integers. Finally, taking expectations with respect to M in (4.143) produces:

Pnerror ≤
π2

(1− 2p)2n2ε (4.144)

which implies that limn→∞ P
n
error = 0. Therefore, the rate R = 1

2 − ε is achievable for
every ε ∈

(
0, 1

2
)
, and Cperm(BSC(p)) ≥ 1

2 .
Achievability for p ∈ {0, 1}: Assume without loss of generality that p = 0 since a

similar argument holds for p = 1. In this case, the BSC is just the deterministic identity
channel, and we can use the obvious encoder-decoder pair:

1. |M| = n+ 1 messages,
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2. encoder fn :M→ {0, 1}n such that:

∀m ∈M, fn(m) = (1, . . . , 1︸ ︷︷ ︸
m−1 1’s

, 0, . . . , 0︸ ︷︷ ︸
n−m+1 0’s

) ,

3. decoder gn : {0, 1}n →M such that:

∀yn1 ∈ {0, 1}n, gn(yn1 ) = 1 +
n∑
i=1

yi

which achieves Pnerror = 0. Hence, the rate:

R = lim
n→∞

log(n+ 1)
log(n) = 1

is achievable, and Cperm(BSC(p)) ≥ 1. �

We make a few pertinent remarks regarding Theorem 4.7. Firstly, in the p ∈(
0, 1

2
)
∪
(1

2 , 1
)
regime, the randomized encoder and ML decoder presented in the achiev-

ability proof constitute a computationally tractable coding scheme. Indeed, unlike tra-
ditional channel coding, the ML decoder requires at most O(n) likelihood ratio tests in
our setup, which means that the decoder operates in polynomial time in n. More pre-
cisely, the interval [0, n] can be partitioned into sub-intervals so that each sub-interval
is the decoding region for a message inM. The ML decoder can be shown to generate
the message M̂ that corresponds to the decoding region that contains the sufficient
statistic Sn. Therefore, communication via permutation channels does not require the
development of sophisticated coding schemes to achieve capacity. Furthermore, our
achievability proof also implies the existence of a good deterministic code using the
probabilistic method.

Secondly, although we have presented Theorem 4.7 under an average probability of
error criterion, our proof establishes the permutation channel capacity of a BSC under
a maximal probability of error criterion as well; see e.g. (4.143). More generally, the
permutation channel capacity of a DMC remains the same under a maximal probability
of error criterion. This follows from a straightforward expurgation argument similar
to [230, Theorem 18.3, Corollary 18.1] or [53, Section 7.7, p.204].

Thirdly, in the p ∈
(
0, 1

2
)
∪
(1

2 , 1
)
regime, we intuitively expect the rate of decay of

Pnerror to be dominated by the rate of decay of the probability of error in distinguishing
between two consecutive messages. Although we do not derive precise rates in this
section, Lemma 4.2 and (4.144) indicate that this intuition is accurate.

Fourthly, the proof of Lemma 4.2 (and the discussion following it) portrays that
the distinguishability between two consecutive messages is determined by a careful
comparison of the difference between means and the variance. This suggests that the
central limit theorem (CLT) can be used to obtain (at least informally) the |M| ≈

√
n

scaling in the p ∈
(
0, 1

2
)
∪
(1

2 , 1
)
regime. The CLT is in fact implicitly used in our converse
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proof when we apply Lemma 4.3, because estimates for the entropy of a binomial
distribution can be obtained using the CLT.

Lastly, Theorem 4.7 illustrates a few somewhat surprising facts about permutation
channel capacity. While traditional channel capacity is convex as a function of the
channel (with fixed dimensions), permutation channel capacity is clearly non-convex and
discontinuous as a function the channel. Moreover, for the most part, the permutation
channel capacity of a BSC does not depend on p. This is because the scaling (with n)
of the difference between the Bernoulli parameters of two encoded messages does not
change after passing through the memoryless BSC. However, (4.144) suggests that p
does affect the rate of decay of Pnerror.

� 4.8.4 Permutation Channel Capacity of BEC

In this subsection, we let X = {0, 1} and Y = {0, 1, e}, where e denotes the erasure
symbol, within the formalism of subsection 4.8.2. Moreover, we let the DMC be a BEC,
which is defined by the conditional distributions:

∀z ∈ Y,∀x ∈ X , PZ|X(z|x) =


1− δ , z = x

0 , z = 1− x
δ , z = e

(4.145)

where δ ∈ [0, 1] is the erasure probability. We denote such a BEC as BEC(δ). The
ensuing theorem establishes bounds on the permutation channel capacity of BECs.

Theorem 4.8 (Bounds on Permutation Channel Capacity of BEC). For δ ∈
(0, 1), we have:

1
2 ≤ Cperm(BEC(δ)) ≤ 1 .

Furthermore, the extremal permutation channel capacities are Cperm(BEC(0)) = 1 and
Cperm(BEC(1)) = 0.

Proof.
Converse for δ ∈ (0, 1): As in the converse proof for BSCs, suppose we are given

a sequence of encoder-decoder pairs {(fn, gn) : n ∈ N} on message sets of cardinality
|M| = nR such that limn→∞ P

n
error = 0. For every y ∈ {0, 1, e}, define the function

Syn : {0, 1, e}n → [n+ 1]:

Syn(yn1 ) ,
n∑
i=1

1{yi = y} .

Consider the Markov chain M → Xn
1 → Zn1 → Y n

1 → (S1
n(Y n

1 ), Se
n(Y n

1 )). Observe that
for every yn1 ∈ {0, 1, e}n and m ∈M:

PY n1 |M (yn1 |m) = P
(
S1
n(Zn1 ) = S1

n(yn1 ), Se
n(Zn1 ) = Se

n(yn1 )
∣∣M = m

)(
n

S1
n(yn1 ), Se

n(yn1 ), S0
n(yn1 )

)
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where the term in the denominator is a multinomial coefficient, and S0
n(yn1 ) = n −

S1
n(yn1 ) − Se

n(yn1 ). As before, since PY n1 |M (yn1 |m) depends on yn1 through S1
n(yn1 ) and

Se
n(yn1 ), the Fisher-Neyman factorization theorem implies that (S1

n(Y n
1 ), Se

n(Y n
1 )) is a

sufficient statistic of Y n
1 for performing inference aboutM . Then, following the standard

Fano’s inequality argument (see the derivation of (4.138)), we get:

R log(n) ≤ log(2) + PnerrorR log(n) + I(Xn
1 ;S1

n, S
e
n) (4.146)

where we let S1
n = S1

n(Y n
1 ) and Se

n = Se
n(Y n

1 ) (with abuse of notation). To upper bound
I(Xn

1 ;S1
n, S

e
n), notice that:

I(Xn
1 ;S1

n, S
e
n) = I(Xn

1 ;Se
n) + I(Xn

1 ;S1
n|Se

n)
= H(S1

n|Se
n)−H(S1

n|Xn
1 , S

e
n) (4.147)

≤ log(n+ 1) (4.148)

where the first line follows from the chain rule, the second line holds because the number
of erasures, Se

n =
∑n
i=1 1{Zi = e} a.s., is independent of Xn

1 , and the third line uses
the facts that S1

n ∈ [n+ 1] and H(S1
n|Xn

1 , S
e
n) ≥ 0. Combining (4.146) and (4.148), and

dividing by log(n), yields:

R ≤ log(2)
log(n) + PnerrorR+ log(n+ 1)

log(n)

where letting n→∞ produces R ≤ 1. Therefore, we have Cperm(BEC(δ)) ≤ 1.
Case δ = 1: In this case, the BEC erases all its input symbols so that S1

n = 0 and
Se
n = n a.s. This implies that I(Xn

1 ;S1
n, S

e
n) = 0. Hence, dividing both sides of (4.146)

by log(n) yields:

R ≤ log(2)
log(n) + PnerrorR

where letting n→∞ produces R ≤ 0. Therefore, we have Cperm(BEC(1)) = 0.
Case δ = 0: In this case, the BEC is just the deterministic identity channel BSC(0).

Hence, Cperm(BEC(0)) = Cperm(BSC(0)) = 1 using Theorem 4.7.
Achievability for δ ∈ (0, 1): For the achievability proof, we employ a useful repre-

sentation of BSCs using BECs. Observe that a BSC
(
δ
2
)
can be equivalently construed as

a channel that copies its input bit with probability 1−δ, and generates a completely in-
dependent Bernoulli

(1
2
)
output bit with probability δ. Indeed, the decomposition (D.15)

of the BSC’s stochastic transition probability matrix in appendix D.3 demonstrates this
equivalence. A consequence of this idea is that a BSC

(
δ
2
)
is statistically equivalent to

a BEC(δ) followed by a channel that outputs an independent Bernoulli
(1

2
)
bit for every

input erasure symbol, and copies all other input symbols.
Thus, for our BEC(δ) permutation channel, let us use the randomized encoder from

the achievability proof for a BSC
(
δ
2
)
with δ

2 ∈
(
0, 1

2
)
(in subsection 4.8.3). Furthermore,

let us use a randomized decoder which first generates independent Bernoulli
(1

2
)
bits
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to replace every erasure symbol in Y n
1 , and then applies the ML decoder from the

achievability proof for a BSC
(
δ
2
)
to the resulting codeword (which belongs to {0, 1}n).

By our previous discussion, it is straightforward to verify that the Pnerror for this encoder-
decoder pair under the BEC(δ) model is equal to the Pnerror analyzed in the achievability
proof for a BSC

(
δ
2
)
. (We omit the details of this equivalence for brevity.) This portrays

that Cperm(BEC(δ)) ≥ 1
2 using the achievability result of Theorem 4.7. �

We conjecture that Cperm(BEC(δ)) = 1
2 in the δ ∈ (0, 1) regime, i.e. the achievability

result is tight, and the permutation channel capacities of the BSC and BEC are equal (in
the non-trivial regimes of their parameters). Our converse bound, Cperm(BEC(δ)) ≤ 1, is
intuitively trivial, since there are only n+1 distinct empirical distributions of codewords
in {0, 1}n (which non-rigorously shows the upper bound on capacity). So, we believe
that this bound can be tightened.

To elucidate the difficulty in improving this bound, consider the expression in
(4.147), which along with the fact that S1

n ∈ [n+ 1], produces:

I(Xn
1 ;S1

n, S
e
n) ≤ log(n+ 1)−H(S1

n|Xn
1 , S

e
n) . (4.149)

As in the proof of the converse for the BSC, if we can lower bound H(S1
n|Xn

1 , S
e
n) by:

H(S1
n|Xn

1 , S
e
n) ≥ 1

2 log(n) + o(log(n)) (4.150)

then combining (4.146), (4.149), and (4.150) will yield the desired bound Cperm(BEC(δ))
≤ 1

2 . It is straightforward to verify that given Xn
1 = xn1 ∈ {0, 1}n such that S1

n(xn1 ) =
m ∈ [n+ 1] and Se

n = k ∈ [n+ 1], S1
n has a hypergeometric distribution:

PS1
n|Xn

1 ,S
e
n
(r|xn1 , k) =

(
m

r

)(
n−m

n− k − r

)
(
n

k

) (4.151)

for every max{0,m−k} ≤ r ≤ min{m,n−k}. Furthermore, Se
n ∼ binomial(n, δ) because

{1{Zi = e} : i ∈ {1, . . . , n}} are i.i.d. Bernoulli(δ) for a memoryless BEC(δ), and Se
n is

independent of Xn
1 (as mentioned earlier). However, it is unclear how to use these facts

to find an estimate of the form (4.150) since we cannot immediately apply a CLT based
argument (as we might have done to obtain Lemma 4.3).

� 4.8.5 Conclusion and Future Directions

In closing, we first briefly reiterate our main contributions in this section. Propelled
by existing literature on coding for permutation channels, we formulated the infor-
mation theoretic notion of permutation channel capacity for the problem of reliably
communicating through a DMC followed by a random permutation transformation. We
then proved that the permutation channel capacity of a BSC is Cperm(BSC(p)) = 1

2 for
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p ∈
(
0, 1

2
)
∪
(1

2 , 1
)
in Theorem 4.7. Furthermore, we derived bounds on the permutation

channel capacity of a BEC, 1
2 ≤ Cperm(BEC(δ)) ≤ 1, for δ ∈ (0, 1) in Theorem 4.8.

We next propose some directions for future research. Firstly, our proof technique
for Theorem 4.7 can be extended to establish the permutation channel capacity of
DMCs with entry-wise strictly positive stochastic transition probability matrices. In
particular, this will entail employing multivariate versions of the results used (either
implicitly or explicitly) in our argument such as the second moment method bound in
(4.134) and the CLT. Secondly, the exact permutation channel capacity of the BEC
should be determined. As conveyed in the previous subsection, this will presumably
involve a more careful analysis of the converse proof. Thirdly, our ultimate objective is
to establish the permutation channel capacity of general DMCs (whose row stochastic
matrices can have zero entries).71 Evidently, achieving this goal will first require us to
completely resolve the permutation channel capacity of BECs. Finally, there are several
other open problems that parallel aspects of classical information theoretic development
such as:

1. Finding tight bounds on the probability of error (akin to error exponent analysis),
cf. [95, Chapter 5].

2. Developing strong converse results, cf. [230, Section 22.1], [95, Theorem 5.8.5].

3. Establishing exact asymptotics for the maximum achievable value of |M| (akin
to “finite blocklength analysis”), cf. [228], [269, Chapter II.4], and the references
therein.

4. Extending the permutation channel model by replacing DMCs with other kinds of
memoryless channels or networks, e.g. AWGN channels or multiple-access chan-
nels (MACs), and by using more general and realistic algebraic operations that
are applied to the output codewords, e.g. random permutations that belong to
subgroups of the symmetric group.

We remark that the extension of permutation channel models to network settings
can lead to interesting algebraic considerations. To briefly elaborate on this, consider a
simple single-hop network model, the memoryless noisy k-user binary adder MAC with
k ∈ N\{1}, cf. [43], followed by a random permutation block; we do not formally define
this model here for brevity.72 Our intuition from subsection 4.8.3 suggests that the
(appropriate notion of) permutation channel capacity region of a noisy k-user binary
adder MAC is achieved when each user encodes their independent message with an

71We remark that establishing the permutation channel capacities of DMCs with stochastic matrices
that have zero entries appears to be far more intractable, because zero entries introduce a combinatorial
flavor to the problem similar to (but not exactly the same as) the zero error capacity. It is well-known
that calculating the zero error capacity of channels is very difficult, cf. [250], and the best known
approaches use semidefinite programming relaxations such as the Lovász ϑ function. So, completely
resolving the permutation channel capacity question for DMCs may require new insights.

72We refer readers to [81, Chapter 4] for a classical treatment of MACs.
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i.i.d. Bernoulli string, where different users use disjoint sets of Bernoulli parameters to
encode their messages. Since the output codeword of the memoryless noisy k-user binary
adder MAC is randomly permuted, the “basic decoding problem” is to reconstruct the
different users’ Bernoulli parameters based on the empirical distribution of the output
codeword of the memoryless noisy k-user binary adder MAC. As a “toy version” of this
basic decoding problem, consider the memoryless noiseless k-user binary adder MAC:

W = X1 + · · ·+Xk (4.152)

where {Xi ∼ Bernoulli(pi) : i ∈ {1, . . . , k}, pi ∈ (0, 1)} are mutually independent user
input random variables, and W ∈ [k + 1] is the output random variable. Furthermore,
suppose we are in the “infinite blocklength” regime where the empirical distributions of
the users’ input codewords and the output codeword are equal to the true distributions.
Then, the basic decoding problem for the memoryless noiseless k-user binary adder
MAC corresponds to reconstructing the parameters {pi : i ∈ {1, . . . , k}} based on the
pmf PW of W . The next proposition provides a complete characterization of the valid
output pmfs PW of noiseless k-user binary adder MACs, as well as a simple formula to
reconstruct {pi : i ∈ {1, . . . , k}} from such valid output pmfs.

Proposition 4.9 (Noiseless Binary Adder MAC Output Distribution). Suppose
W ∈ [k + 1] is a discrete random variable with pmf PW = (PW (0), . . . , PW (k)) > 0
(element-wise). Then, W = X1 + · · · + Xk for some independent random variables
{Xi ∼ Bernoulli(pi) : pi ∈ (0, 1), i ∈ {1, . . . , k}} if and only if the probability generating
function of W , GW : C→ C:

∀z ∈ C, GW (z) , E
[
zW
]

has all real roots. Furthermore, these real roots z1, . . . , zk ∈ R of GW (counted with
multiplicity) determine the parameters p1, . . . , pk via the relations:

∀i ∈ {1, . . . , k}, zi = pi − 1
pi

up to permutations of the indices.

Proof. Suppose W = X1 + · · · + Xk, where Xi ∼ Bernoulli(pi) with pi ∈ (0, 1) are
independent. Then, we have:

∀z ∈ C, GW (z) =
k∏
i=1

GXi(z) =

 k∏
j=1

pj

 k∏
i=1

(
z + 1− pi

pi

)
which implies that GW has all real roots: zi = (pi − 1)/pi for i ∈ {1, . . . , k}.

Suppose GW has all real roots: z1, . . . , zk ∈ R. Using the fundamental theorem of
algebra, we have:

∀z ∈ C, GW (z) =
k∑
i=0

PW (i)zi = α
k∏
i=1

(z − zi) .
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Furthermore, z1, . . . , zk < 0 by Descartes’ rule of signs. (Note that none of the roots
are zero because PW (0) > 0.) So, we may define p1, . . . , pk ∈ (0, 1) via the relations
zi = (pi − 1)/pi for i ∈ {1, . . . , k}. This yields:

GW (z) = α

 k∏
j=1

pj

−1
k∏
i=1

(1− pi + piz) =
k∏
i=1

GXi(z)

where α =
∏k
j=1 pj because GW (1) = 1, and we define independent random variables

Xi ∼ Bernoulli(pi) for i ∈ {1, . . . , k} in the second equality. Hence, W = X1 + · · ·+Xk

as required. This completes the proof. �

Proposition 4.9 can be easily extended to include the edge cases where some pi ∈
{0, 1}. Moreover, it generalizes the result in [6, Lemma 1], which proves the k = 2 case
using a somewhat different approach. Lastly, we note that Proposition 4.9 illustrates
how the basic decoding problem for a memoryless noiseless k-user binary adder MAC
followed by a random permutation block can be solved in the “infinite blocklength”
regime. Therefore, algebraic ideas akin to Proposition 4.9 are also (intuitively) useful to
establish (the achievability part of) permutation channel capacity regions of memoryless
noisy k-user binary adder MACs.

� 4.9 Bibliographical Notes

Chapter 4 and appendix C are based primarily on portions of the manuscript [133].
These portions of the manuscript were published in part at the Proceedings of the
53rd Annual Allerton Conference on Communication, Control, and Computing 2015
[182]. On the other hand, section 4.8 of chapter 4 is based primarily on the conference
paper [181]. There have been many extensions of the work in [182] by the author and
his collaborators, e.g. [134, 135, 233], that are not included in this thesis for reasons of
brevity and relevance. We next provide an integrated overview of the body of work on
modal decompositions and their applications that we and our coauthors have produced.

The local information geometric analysis of section 4.3 originated in the context of
network information theory in [33], which mainly analyzed discrete degraded broadcast
channels, and in the context of compound channels in [2]. The authors of [139,140] then
used this local geometric analysis to study discrete multi-terminal networks such as
general broadcast channels. Their key insight was that “single letterization” is easy to
establish for so called linear information coupling problems (which appropriately model
channels and networks under local approximations). These results were further extended
from a single-hop to a discrete multi-hop network setting in [136] to provide insights
on how to transmit private and common messages in such networks. In a similar vein,
Gaussian broadcast channels were analyzed in [3] using a classical modal decomposition
of bivariate jointly Gaussian distributions known as Mehler’s decomposition, cf. [197].73

73Although the authors of [3] suspected that the modal decomposition of bivariate jointly Gaussian
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In particular, the authors of [3] used a coordinate system of Hermite polynomials to
demonstrate that non-Gaussian codes can achieve higher rates than Gaussian codes for
various Gaussian networks, thereby disproving the strong Shamai-Laroia conjecture for
the Gaussian inter-symbol interference channel.

The focus of this line of work then shifted to addressing problems in statistical
inference and learning. For example, one of our transitioning papers was [132], which
used local information geometric analysis to study inference in contexts where data was
observed through a permutation channel. This paper showed the utility of maximal cor-
relation functions as features in certain image processing and graphical model contexts.
It also illustrated that the problem of reliable communication through a permutation
channel resembled the problem of reliable communication through a multiple-input and
multiple-output (MIMO) additive Gaussian noise channel. However, it turned out that
modal decompositions did not yield an effective coding scheme to reliably communicate
across permutation channels, and our more recent paper [181] elucidated the “right”
way to code in such channels.

The first paper that developed local information geometry ideas explicitly in the
context of statistical inference and learning was [182]. In this paper, we proposed that
feature extraction can be performed using modal decompositions of bivariate distri-
butions, elaborated on how an extension of the classical ACE algorithm, cf. [35], can
be used to efficiently compute these decompositions from training data, and did some
basic sample complexity analysis. Around the same time, the problem of feature ex-
traction in hidden Markov model settings was addressed using local geometric analysis
in [141]. Then, we analytically established modal decompositions of bivariate distribu-
tions where PY |X was a natural exponential family with quadratic variance function,
cf. [198, 208, 209], PX was its corresponding conjugate prior, and all moments of X
and Y were finite in [190, 191]. These results illustrated that various well-known or-
thogonal polynomial families were the singular vectors of the conditional expectation
operators corresponding to jointly Gaussian, gamma-Poisson, and beta-binomial source-
channel pairs.74 Furthermore, they generalized Mehler’s decomposition for jointly Gaus-
sian source-channel pairs (which was used in [3]). At this point, it is worth mentioning
that part of the work in [132] and the work in [189–191] formed the author’s master’s
thesis [180].

The next evolution in this story was our formulation of the “universal” feature ex-
traction problem in [135]. This formulation propelled a slew of other equivalent formula-
tions such as local versions of Tishby, Pereira, and Bialek’s information bottleneck [273]
(which captures the notion of approximate minimal sufficiency) and Wyner’s common
information (which meaningfully measures common randomness between two random
variables in a certain sense) [291]. These formulations were all solved using modal de-

distributions they used was known in the literature, e.g. in the classical theory of the Ornstein-Uhlenbeck
process, they did not recognize it as Mehler’s decomposition.

74Admittedly, these results were more aligned with the spirit of Lancaster’s work [165, 166] rather
than the more pertinent setting of correspondence analysis [24,125].
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compositions in [133,134]. Furthermore, Gaussian versions of the aforementioned finite
alphabet formulations were also studied in [133,137].

In closing, it is worth mentioning two other applications of the local geometric anal-
ysis that pervades the aforementioned work. In [138], the authors propose a variant of
the ACE algorithm for feature extraction in the setting where there are multiple random
variables (rather than two). In particular, they set up the feature extraction problem as
a maximization of the loss of Watanabe’s total correlation, cf. [288], under local approx-
imations. On a separate front, in [233], we utilize local information theoretic analysis to
develop algorithms for probabilistic clustering. One of our main contributions is an al-
ternating maximization algorithm for clustering (inspired by [219]) that maximizes local
common information, where one projection step exploits the extended ACE algorithm
(see Algorithm 2) and the other projection step relies on a linear program.
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Chapter 5

Information Contraction in
Networks: Broadcasting on DAGs

THUS far, we have studied SDPIs and contraction coefficients from various perspec-
tives. Indeed, chapter 2 has analyzed contraction coefficients of source-channel

pairs, chapter 3 has generalized SDPIs and contraction coefficients of channels for KL
divergence, and chapter 4 has examined the elegant geometry of maximal correlation
which pertains to the contraction of χ2-divergence. However, all of these perspectives
have focused on the contraction of information along a point-to-point channel or Markov
chain. In contrast, in this chapter, we study the contraction of information within the
broader class of Bayesian networks. Since tight bounds on the contraction coefficients
for KL divergence and TV distance in Bayesian network settings have already been
developed by Evans and Schulman [85] and Polyanskiy and Wu [231], respectively, we
do not establish any general SDPIs for Bayesian networks here. Instead, we analyze the
contraction of TV distance (or equivalently, the decay of Dobrushin contraction coef-
ficients, cf. (2.46) and (2.49) in chapter 2) along certain structured bounded indegree
Bayesian networks.

Specifically, we study a generalization of the well-known problem of broadcasting on
trees [83] to the setting of bounded indegree directed acyclic graphs (DAGs). In the
broadcasting on trees problem, we are given a noisy tree T whose vertices are Bernoulli
random variables and edges are independent BSCs with common crossover probability
δ ∈

(
0, 1

2
)
. Given that the root is an unbiased random bit, the objective is to decode

the bit at the root from the bits at the kth layer of the tree as k → ∞. The authors
of [83] characterize the sharp threshold for when such reconstruction is possible:

• If (1−2δ)2 br(T ) > 1, then the minimum probability of error in decoding is bounded
away from 1

2 for all k,

• If (1− 2δ)2 br(T ) < 1, then the minimum probability of error in decoding tends to
1
2 as k →∞,

where br(T ) denotes the branching number of the tree (see [179, Chapter 1.2]), and the
condition (1 − 2δ)2 br(T ) ≷ 1 is known as the Kesten-Stigum threshold in the regular
tree setting. This result on reconstruction on trees generalizes results from random
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processes and statistical physics that hold for regular trees, cf. [151] (which proves
achievability) and [31] (which proves the converse), and has had numerous extensions
and further generalizations including [28,143,144,146,210,211,225,257,258]. (We refer
readers to [214] for a survey of the reconstruction problem on trees.) A consequence of
this result is that reconstruction is impossible for trees with sub-exponentially many
vertices at each layer. Indeed, if Lk denotes the number of vertices at layer k and
limk→∞ L

1/k
k = 1, then it is straightforward to show that br(T ) = 1, which in turn

implies that (1− 2δ)2 br(T ) < 1.
Instead of analyzing trees, we consider the problem of broadcasting on bounded

indegree DAGs. As in the setting of trees, all vertices in our graphs are Bernoulli random
variables and all edges are independent BSCs. Furthermore, the values of variables
located at vertices with indegree 2 or more are obtained by applying Boolean processing
functions to their noisy inputs. Hence, compared to the setting of trees, broadcasting
on DAGs has two principal differences:

1. In trees, layer sizes scale exponentially in the depth, while in DAGs, they are
usually polynomial (or at least sub-exponential) in the depth.

2. In trees, the indegree of each vertex is 1, while in DAGs, each vertex has several
incoming signals.

The latter enables the possibility of information fusion at the vertices of DAGs, and
our main goal is to understand whether the benefits of 2 overpower the shortcoming of
1 and permit reconstruction of the root bit with sub-exponential layer size.

This chapter has three main contributions. Firstly, via a probabilistic argument
using random DAGs, we demonstrate the existence of bounded indegree DAGs with
Lk = Ω(log(k)) which permit recovery of the root bit for sufficiently low δ’s. Secondly,
we provide explicit deterministic constructions of such DAGs using regular bipartite
lossless expander graphs. In particular, the constituent expander graphs for the first r
layers of such DAGs can be constructed in either deterministic quasi-polynomial time
or randomized polylogarithmic time in r. Together, these results imply that in terms
of economy of storing information, DAGs are doubly-exponentially more efficient than
trees. Thirdly, we show the impossibility result that no such recovery is possible on a
two-dimensional (2D) regular grid if all intermediate vertices with indegree 2 use logical
AND as the processing function, or all use XOR as the processing function. (This leaves
only NAND as the remaining symmetric processing function.)

� 5.1 Motivation

Broadcasting on DAGs has several natural interpretations. Perhaps most pertinently,
it captures the feasibility of reliably communicating through Bayesian networks in the
field of communication networks. Indeed, suppose a sender communicates a sequence
of bits to a receiver through a large network. If broadcasting is impossible on this
network, then the “wavefront of information” for each bit decays irrecoverably through
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the network, and the receiver cannot reconstruct the sender’s message regardless of the
coding scheme employed.

The problem of broadcasting on DAGs is also closely related to the problem of
reliable computation using noisy circuits, whose study was initiated in the seminal
work [286] (also see [85]). The relation between the two models can be understood
in the following way. Suppose we want to remember a bit using a noisy circuit of depth
k. The “von Neumann approach” is to take multiple perfect clones of the bit and re-
cursively apply noisy gates in order to reduce the overall noise [86, 115]. In contrast,
the broadcasting perspective is to start from a single bit and repeatedly create noisy
clones and apply perfect gates to these clones so that one can recover the bit reasonably
well from the vertices at depth k. Thus, the broadcasting model can be construed as a
noisy circuit that remembers a bit using perfect logic gates at the vertices and edges or
wires that independently make errors. (It is worth mentioning that broadcasting DAG
circuits are much smaller, and hence more desirable, than broadcasting tree circuits
because bounded degree logic gates can be used to reduce noise.)

Furthermore, special cases of the broadcasting model have found applications in var-
ious discrete probability questions. For example, broadcasting on trees corresponds to
ferromagnetic Ising models in statistical physics. Specifically, if we associate bits {0, 1}
with spins {−1,+1}, then the joint distribution of the vertices of any finite broadcasting
subtree (e.g. up to depth k ∈ N) corresponds to the Boltzmann-Gibbs distribution of the
configuration of spins in the subtree (where we assume that the strictly positive common
interaction strength is fixed and that there is no external magnetic field) [83, Section
2.2].75 In the theory of Ising models, weak limits of Boltzmann-Gibbs distributions on
finite subgraphs of an infinite graph with different boundary conditions yield different
Gibbs measures or states on the infinite graph, cf. [91, Chapters 3 and 6]. For instance,
our broadcasting distribution on the infinite tree corresponds to the Gibbs measure with
free boundary conditions, which is obtained by taking a weak limit of the broadcasting
distributions over finite subtrees. Moreover, it is well-known that under general con-
ditions, the Dobrushin-Lanford-Ruelle (DLR) formalism for defining Gibbs measures
(or DLR states) using Gibbsian specifications produces a convex Choquet simplex of
Gibbs measures corresponding to any particular specification [98, Chapters 1, 2, and 7]
(also see [91, Chapter 6]).76 Hence, it is of both mathematical and physical interest to
find the extremal Gibbs measures of this simplex.77 It turns out that reconstruction is

75In particular, each value of δ ∈
(
0, 1

2

)
corresponds to a unique value of temperature such that

the broadcasting distribution defined by δ is equivalent to the Boltzmann-Gibbs distribution with the
associated temperature parameter [83, Equation (11)].

76We refer readers to [255] for a classical reference on the rigorous theory of phase transitions.
77Indeed, extremal Gibbs measures are precisely those Gibbs measures that have trivial tail σ-algebra,

i.e. tail events exhibit a zero-one law for extremal Gibbs measures, cf. [98, Section 7.1], [91, Section
6.8]. As explained in [98, Comment (7.8)] and [91, p.302], since tail events correspond to macroscopic
events that are not affected by the behavior of any finite subset of spins, extremal Gibbs measures have
deterministic macroscopic events. Thus, from a physical perspective, only extremal Gibbs measures are
suitable to characterize the equilibrium states of a statistical mechanical system.
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impossible on a broadcasting tree if and only if the Gibbs measure with free boundary
conditions of the corresponding ferromagnetic Ising model is extremal [31], [83, Section
2.2]. This portrays a strong connection between broadcasting on trees and the theory of
Ising models. We refer readers to [143,144,225,258] for related work, and to [83, Section
2.2] for further references on the Ising model literature.

A second example of a related discrete probability question stems from the theory
of probabilistic cellular automata (PCA). Indeed, another motivation for our problem is
to understand whether it is possible to propagate information in regular grids starting
from the root—see Figure 5.1 for a 2D example. Our conjecture is that such propaga-
tion is possible for sufficiently low noise δ in 3 or more dimensions, and impossible for
a 2D regular grid regardless of the noise level and of the choice of processing function
(which is the same for every vertex). This conjecture is inspired by work on the positive
rates conjecture for one-dimensional (1D) PCA, cf. [109, Section 1], and the existence
of non-ergodic 2D PCA such as that defined by Toom’s North-East-Center (NEC) rule,
cf. [274]. Notice that broadcasting on 2D regular grids can be perceived as 1D PCA
with boundary conditions that limit the layer sizes to be Lk = k + 1, and the impos-
sibility of broadcasting on 2D regular grids intuitively corresponds to the ergodicity of
1D PCA (along with sufficiently fast convergence rate). Therefore, the existence of a
2D regular grid (with a choice of processing function) which remembers its initial state
(bit) for infinite time would suggest the existence of non-ergodic infinite 1D PCA con-
sisting of 2-input binary-state cells. However, the positive rates conjecture suggests that
“relatively simple” 1D PCA with local interactions and strictly positive noise probabil-
ities are ergodic, and known counter-example constructions to this conjecture require
a lot more states [93], or are non-uniform in time and space [48]. This gives credence
to our conjecture that broadcasting is impossible for 2D regular grids. Furthermore,
much like 2D regular grids, broadcasting on three-dimensional (3D) regular grids can
be perceived as 2D PCA with boundary conditions. Hence, the existence of non-ergodic
2D PCA [274] suggests the existence of 3D regular grids where broadcasting is possible,
thereby lending further credence to our conjecture. In this chapter, we take some first
steps towards establishing the 2D part of our conjecture.

Finally, reconstruction on trees also plays a fundamental role in understanding var-
ious questions in theoretical computer science and learning theory. For example, re-
sults on trees have been exploited in problems of ancestral data and phylogenetic tree
reconstruction—see e.g. [63, 212, 213, 238]. In fact, the existence results obtained in
this chapter suggest that it might be possible to reconstruct other biological networks,
such as phylogenetic networks (see e.g. [142]) or pedigrees (see e.g. [259, 271]), even
if the growth of the network is very mild. Moreover, broadcasting on trees can be
used to understand phase transitions for random constraint satisfaction problems—see
e.g. [99,162,202,205] and follow-up work. It is an interesting future endeavor to explore
if there are connections between broadcasting on general DAGs and random constraint
satisfaction problems. Currently, we are not aware that such connections have been
established. Lastly, we note that broadcasting on trees has also been used to prove
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impossibility of weak recovery (or detection) in the problem of community detection in
stochastic block models, cf. [1, Section 5.1].

� 5.2 Chapter Outline

We briefly outline the rest of this chapter. In the next section 5.3, we formally define
the random DAG and deterministic 2D regular grid models. In section 5.4, we present
our five main results (as well as some auxiliary results) pertaining to these models,
and discuss several related results in the literature. Then, we prove these main results
in sections 5.5, 5.6, 5.7, 5.8, and 5.9, respectively. In particular, section 5.5 analyzes
broadcasting with majority processing functions when the indegree of each vertex is
3 or more, section 5.6 analyzes broadcasting with AND and OR processing functions
when the indegree of each vertex is 2, section 5.7 illustrates our explicit constructions
of DAGs where reconstruction of the root bit is possible using expander graphs, section
5.8 proves the impossibility of broadcasting over a deterministic 2D regular grid with all
AND processing functions, and section 5.9 proves the impossibility of broadcasting over
a deterministic 2D regular grid with all XOR processing functions. Finally, we conclude
our discussion and list some open problems in section 5.10.

� 5.3 Formal Definitions

Since we will use probabilistic arguments to establish the existence of bounded indegree
DAGs where reconstruction of root bit is possible, we will prove many of our results for
random DAGs. So, the next subsection 5.3.1 formally defines the random DAG model.
On the other hand, in order to present our impossibility results on 2D regular grids, the
subsequent subsection 5.3.2 formally defines the deterministic 2D regular grid model.

� 5.3.1 Random DAG Model

A random DAG model consists of an infinite DAG with fixed vertices that are Bernoulli
({0, 1}-valued) random variables and randomly generated edges which are independent
BSCs. We first define the vertex structure of this model, where each vertex is identified
with the corresponding random variable. Let the root or “source” random variable be
X0,0 ∼ Bernoulli

(1
2
)
. Furthermore, we define Xk = (Xk,0, . . . , Xk,Lk−1) as the vector of

vertex random variables at distance (i.e. length of shortest path) k ∈ N ∪{0} from the
root, where Lk ∈ N denotes the number of vertices at distance k. In particular, we
have X0 = (X0,0) so that L0 = 1, and we are typically interested in the regime where
Lk →∞ as k →∞.

We next define the edge structure of the random DAG model. For any k ∈ N and any
j ∈ [Lk], we independently and uniformly select d ∈ N vertices Xk−1,i1 , . . . , Xk−1,id with
replacement from Xk−1 (i.e. i1, . . . , id are i.i.d. uniform on [Lk−1]), and then construct
d directed edges: (Xk−1,i1 , Xk,j), . . . , (Xk−1,id , Xk,j). (Here, i1, . . . , id are independently
chosen for each Xk,j .) This random process generates the underlying DAG structure.
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In the sequel, we will let G be a random variable representing this underlying (infinite)
random DAG, i.e.G encodes the random configuration of the edges between the vertices.

To define a Bayesian network (or directed graphical model) on this random DAG,
we fix some sequence of Boolean functions fk : {0, 1}d → {0, 1} for k ∈ N (that depend
on the level index k, but typically not on the realization of G), and some crossover
probability δ ∈

(
0, 1

2
)
(since this is the interesting regime of δ).78 Then, for any k ∈ N

and j ∈ [Lk], given i1, . . . , id and Xk−1,i1 , . . . , Xk−1,id , we define:

Xk,j = fk(Xk−1,i1 ⊕ Zk,j,1, . . . , Xk−1,id ⊕ Zk,j,d) (5.1)

where ⊕ denotes addition modulo 2,79 and {Zk,j,i : k ∈ N, j ∈ [Lk], i ∈ {1, . . . , d}} are
i.i.d. Bernoulli(δ) random variables that are independent of everything else. This means
that each edge is a BSC(δ). Moreover, (5.1) characterizes the conditional distribution of
Xk,j given its parents. In this model, the Boolean processing function used at a vertex
Xk,j depends only on the level index k. A more general model can be defined where each
vertex Xk,j has its own Boolean processing function fk,j : {0, 1}d → {0, 1} for k ∈ N
and j ∈ [Lk]. However, with the exception of a few converse results, we will mainly
analyze instances of the simpler model in this chapter.

Note that although we will analyze this model for convenience, as stated, our un-
derlying graph is really a directed multigraph rather than a DAG, because we select the
parents of a vertex with replacement. It is straightforward to construct an equivalent
model where the underlying graph is truly a DAG. For each vertex Xk,j with k ∈ N
and j ∈ [Lk], we first construct d intermediate parent vertices {Xi

k,j : i ∈ {1, . . . , d}}
that live between layers k and k−1, where each Xi

k,j has a single edge pointing to Xk,j .
Then, for each Xi

k,j , we independently and uniformly select a vertex from layer k − 1,
and construct a directed edge from that vertex to Xi

k,j . This defines a valid (random)
DAG. As a result, every realization of G can be perceived as either a directed multi-
graph or its equivalent DAG. Furthermore, the Bayesian network on this true DAG is
defined as follows: each Xk,j is the output of a Boolean processing function fk with
inputs {Xi

k,j : i ∈ {1, . . . , d}}, and each Xi
k,j is the output of a BSC whose input is the

unique parent of Xi
k,j in layer k − 1.

Finally, we define the “empirical probability of unity” at level k ∈ N ∪{0} as:

σk ,
1
Lk

Lk−1∑
m=0

Xk,m (5.2)

where σ0 = X0,0 is just the root vertex. Observe that given σk−1 = σ, the variables
Xk−1,i1 , . . . , Xk−1,id are i.i.d. Bernoulli(σ), and as a result, Xk−1,i1⊕Zk,j,1, . . . , Xk−1,id⊕
Zk,j,d are i.i.d. Bernoulli(σ ∗ δ), where σ ∗ δ , σ(1− δ) + δ(1− σ) is the convolution of σ

78The cases δ = 0 and δ = 1
2 are uninteresting because the former corresponds to a deterministic

DAG and the latter corresponds to an independent DAG.
79This notation should not be confused with the use of ⊕ in chapter 3 to represent an arbitrary finite

Abelian group operation.
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and δ. Therefore, Xk,j is the output of fk upon inputting a d-length i.i.d. Bernoulli(σ∗δ)
string.

Under this setup, our objective is to determine whether or not the value at the
root σ0 = X0,0 can be decoded from the observations Xk as k → ∞. Since Xk is an
exchangeable sequence of random variables given σ0, for any x0,0, xk,0, . . . , xk,Lk−1 ∈
{0, 1} and any permutation π of [Lk], we have:

PXk|σ0(xk,0, . . . , xk,Lk−1|x0,0) = PXk|σ0(xk,π(0), . . . , xk,π(Lk−1)|x0,0) . (5.3)

Letting σ = 1
Lk

∑Lk−1
j=0 xk,j , we can factorize PXk|σ0 as:

PXk|σ0(xk,0, . . . , xk,Lk−1|x0,0) =
(
Lk
Lkσ

)−1

Pσk|σ0(σ|x0,0) . (5.4)

Using the Fisher-Neyman factorization theorem [150, Theorem 3.6], this implies that σk
is a sufficient statistic of Xk for performing inference about σ0. Therefore, we restrict
our attention to the Markov chain {σk : k ∈ N ∪{0}} in our achievability proofs, since
if decoding is possible from σk, then it is also possible from Xk. Given σk, inferring the
value of σ0 is a binary hypothesis testing problem with minimum achievable probability
of error (given by Le Cam’s relation, cf. [278, proof of Theorem 2.2(i)]):

P
(
fkML(σk) 6= σ0

)
= 1

2
(
1−

∥∥∥P+
σk
− P−σk

∥∥∥
TV

)
(5.5)

where fkML : {m/Lk : m ∈ {0, . . . , Lk}} → {0, 1} is the ML decision rule based on the
empirical probability of unity at level k in the absence of knowledge of the random DAG
realization G, and P+

σk
and P−σk are the conditional distributions of σk given σ0 = 1 and

σ0 = 0, respectively. We say that reconstruction of the root bit σ0 is possible when:80

lim
k→∞

P
(
fkML(σk) 6= σ0

)
<

1
2 ⇔ lim

k→∞

∥∥∥P+
σk
− P−σk

∥∥∥
TV

> 0 . (5.6)

In the sequel, to simplify our analysis when proving that reconstruction is possible, we
will sometimes use other (sub-optimal) decision rules rather than the ML decision rule.

On the other hand, we will consider the Markov chain {Xk : k ∈ N∪{0}} conditioned
on G in our converse proofs. We say that reconstruction of the root bit X0 is impossible
when:

lim
k→∞

P
(
hkML(Xk, G) 6= X0

∣∣∣G) = 1
2 G-a.s. ⇔ lim

k→∞

∥∥∥P+
Xk|G − P

−
Xk|G

∥∥∥
TV

= 0 G-a.s.
(5.7)

80Note that the limits in (5.6), (5.7), and (5.8) exist because P(fkML(σk) 6= σ0), P(hkML(Xk) 6= X0),
and P(hkML(Xk, G) 6= X0|G) (for any fixed realization G) are monotone non-decreasing sequences in k
that are bounded above by 1

2 . This can be deduced either from the data processing inequality for TV
distance, or from the fact that a randomized decoder at level k can simulate the stochastic transition
to level k + 1.
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where hkML(·, G) : {0, 1}Lk → {0, 1} is the ML decision rule based on the full state at
level k given knowledge of the random DAG realization G, P+

Xk|G and P−Xk|G denote the
conditional distributions ofXk given {X0 = 1, G} and {X0 = 0, G}, respectively, and the
notation G-a.s. implies that the conditions in (5.7) hold with probability 1 with respect
to the distribution of the random DAG G. Note that applying the bounded convergence
theorem to the TV distance condition in (5.7) yields limk→∞ E[‖P+

Xk|G − P
−
Xk|G‖TV] = 0,

and employing Jensen’s inequality here establishes the weaker impossibility result:

lim
k→∞

P
(
hkML(Xk) 6= X0

)
= 1

2 ⇔ lim
k→∞

∥∥∥P+
Xk
− P−Xk

∥∥∥
TV

= 0 (5.8)

where hkML : {0, 1}Lk → {0, 1} is the ML decision rule based on the full state at level k
in the absence of knowledge of the random DAG realization G, and P+

Xk
and P−Xk are

the conditional distributions of Xk given X0 = 1 and X0 = 0, respectively. Since σk is
a sufficient statistic of Xk for performing inference about σ0 when we average over G,
we have:

P
(
hkML(Xk) 6= X0

)
= P

(
fkML(σk) 6= σ0

)
(5.9)

or equivalently: ∥∥∥P+
Xk
− P−Xk

∥∥∥
TV

=
∥∥∥P+

σk
− P−σk

∥∥∥
TV

(5.10)

and the condition in (5.8) is a counterpart of (5.6).

� 5.3.2 Two-Dimensional Regular Grid Model

We now turn to defining deterministic DAG models. As mentioned earlier, all determin-
istic DAGs we analyze in this chapter will have the structure of a 2D regular grid. A 2D
regular grid model consists of an infinite DAG whose vertices are also Bernoulli random
variables and whose edges are independent BSC(δ)’s. As with random DAG models, the
root or source random variable of the grid is denoted X0,0 ∼ Bernoulli

(1
2
)
, and we let

Xk = (Xk,0, . . . , Xk,k) be the vector of vertex random variables at distance k ∈ N ∪{0}
from the root. So, there are k + 1 vertices at distance k. Furthermore, the 2D regular
grid contains the (deterministic) directed edges (Xk,j , Xk+1,j) and (Xk,j , Xk+1,j+1) for
every k ∈ N∪{0} and every j ∈ [k+ 1]. The underlying DAG of such a 2D regular grid
is shown in Figure 5.1.

To construct a Bayesian network on this 2D regular grid, we again fix some crossover
probability parameter δ ∈

(
0, 1

2
)
, and two Boolean processing functions f1 : {0, 1} →

{0, 1} and f2 : {0, 1}2 → {0, 1}. Then, for any k ∈ N\{1} and j ∈ {1, . . . , k − 1}, we
define:81

Xk,j = f2(Xk−1,j−1 ⊕ Zk,j,1, Xk−1,j ⊕ Zk,j,2) (5.11)
and for any k ∈ N, we define:

Xk,0 = f1(Xk−1,0 ⊕ Zk,0,2) and Xk,k = f1(Xk−1,k−1 ⊕ Zk,k,1) (5.12)
81We can similarly define a more general model where every vertexXk,j has its own Boolean processing

function fk,j , but we will only analyze instances of the simpler model presented here.
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Figure 5.1. Illustration of a 2D regular grid where each vertex is a Bernoulli random variable and
each edge is a BSC with parameter δ ∈

(
0, 1

2

)
. Moreover, each vertex with indegree 2 uses a common

Boolean processing function to combine its noisy input bits.

where {Zk,j,i : k ∈ N, j ∈ [k + 1], i ∈ {1, 2}} are i.i.d Bernoulli(δ) random variables
that are independent of everything else. Together, (5.11) and (5.12) characterize the
conditional distribution of any Xk,j given its parents.

As before, the sequence {Xk : k ∈ N ∪{0}} forms a Markov chain, and our goal
is to determine whether or not the value at the root X0 can be decoded from the
observations Xk as k → ∞. Given Xk for any fixed k ∈ N, inferring the value of X0 is
a binary hypothesis testing problem with minimum achievable probability of error:

P
(
hkML(Xk) 6= X0

)
= 1

2
(
1−

∥∥∥P+
Xk
− P−Xk

∥∥∥
TV

)
(5.13)

where hkML : {0, 1}k+1 → {0, 1} is the ML decision rule based on Xk at level k (with
knowledge the 2D regular grid), and P+

Xk
and P−Xk are the conditional distributions of

Xk given X0 = 1 and X0 = 0, respectively. Therefore, we say that reconstruction of the
root bit X0 is impossible (or “broadcasting is impossible”) when:82

lim
k→∞

P
(
hkML(Xk) 6= X0

)
= 1

2 ⇔ lim
k→∞

∥∥∥P+
Xk
− P−Xk

∥∥∥
TV

= 0 (5.14)

where the equivalence follows from (5.13).83 In every impossibility result in this chapter,
we will prove that reconstruction of X0 is impossible in the sense of (5.14).

In closing this section, we briefly elucidate the relationship between the feasibility
of broadcasting on DAGs and the Dobrushin contraction coefficient for TV distance.

82As before, the limits in (5.14) exist because P(hkML(Xk) 6= X0) is a monotone non-decreasing se-
quence in k that is bounded above by 1

2 . The upper bound of 1
2 is a trivial consequence of the fact that

a randomly generated bit cannot beat the ML decoder.
83In contrast to (5.14), we say that reconstruction is possible (or “broadcasting is possible”) when

limk→∞ P(hkML(Xk) 6= X0) < 1
2 , or equivalently, limk→∞ ‖P+

Xk
− P−Xk

‖TV > 0.
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For any deterministic DAG (such as a 2D regular grid, or more generally, a realization
of the random DAG G), the Dobrushin contraction coefficient of the transition kernel
from X0 to Xk, PXk|X0 , is given by:

ηTV(PXk|X0) =
∥∥∥P+

Xk
− P−Xk

∥∥∥
TV

(5.15)

using the two-point characterization of ηTV in (2.49) in chapter 2. Therefore, as sug-
gested by (5.14), reconstruction of the root bit X0 is impossible for DAGs if and only
if the Dobrushin contraction coefficient vanishes:

lim
k→∞

ηTV(PXk|X0) = 0 . (5.16)

From this perspective, the broadcasting on DAGs problem is entirely a question about
the asymptotic vanishing of Dobrushin contraction coefficients. This observation appro-
priately places the results in this chapter within the context of the concepts studied in
previous chapters.

� 5.4 Main Results and Discussion

In this section, we state our main results, briefly delineate the main techniques or
intuition used in the proofs, and discuss related literature.

� 5.4.1 Results on Random DAG Models

We prove two main results on the random DAG model. The first considers the setting
where the indegree of each vertex (except the root) is d ≥ 3. In this scenario, taking a
majority vote of the inputs at each vertex intuitively appears to have good “local error
correction” properties. So, we fix all Boolean functions in the random DAG model to
be the (d-input) majority rule, and prove that this model exhibits a phase transition
phenomenon around a critical threshold of:

δmaj ,
1
2 −

2d−2⌈
d

2

⌉(
d⌈
d
2
⌉) . (5.17)

Indeed, the theorem below illustrates that for δ < δmaj, the majority decision rule:

Ŝk , 1

{
σk ≥

1
2

}
(5.18)

can asymptotically decode σ0, but for δ > δmaj, the ML decision rule with knowledge
of G cannot asymptotically decode σ0.

Theorem 5.1 (Phase Transition in Random DAG Model with Majority Rule
Processing). Let C(δ, d) and D(δ, d) be the constants defined in (5.49) and (5.45)
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in section 5.5. For a random DAG model with d ≥ 3 and majority processing func-
tions (where ties are broken by outputting random bits), the following phase transition
phenomenon occurs around δmaj:

1. If δ ∈ (0, δmaj), and the number of vertices per level satisfies Lk ≥ C(δ, d) log(k)
for all sufficiently large k (depending on δ and d), then reconstruction is possible
in the sense that:

lim sup
k→∞

P(Ŝk 6= σ0) < 1
2

where we use the majority decoder Ŝk = 1
{
σk ≥ 1

2
}
at level k.

2. If δ ∈
(
δmaj,

1
2
)
, and the number of vertices per level satisfies Lk = o

(
D(δ, d)−k

)
,

then reconstruction is impossible in the sense of (5.7):

lim
k→∞

∥∥∥P+
Xk|G − P

−
Xk|G

∥∥∥
TV

= 0 G-a.s.

Theorem 5.1 is proved in section 5.5. Intuitively, the proof considers the conditional
expectation function, g : [0, 1] → [0, 1], g(σ) = E[σk|σk−1 = σ] (see (5.40) and (5.41)
in section 5.5), which provides the approximate value of σk given the value of σk−1 for
large k. This function turns out to have three fixed points when δ ∈ (0, δmaj), and only
one fixed point when δ ∈

(
δmaj,

1
2
)
. In the former case, σk “moves” to the largest fixed

point when σ0 = 1, and to the smallest fixed point when σ0 = 0. In the latter case, σk
“moves” to the unique fixed point of 1

2 regardless of the value of σ0 (see Proposition
5.5 in section 5.5).84 This provides the guiding intuition for why we can asymptotically
decode σ0 when δ ∈ (0, δmaj), but not when δ ∈

(
δmaj,

1
2
)
.

The recursive (or fixed point) structure of g in the special case where d = 3 and
δmaj = 1

6 can be traced back to the work of von Neumann in [286]. So, it is worth
comparing Theorem 5.1 with von Neumann’s results in [286, Section 8], where the
threshold of 1

6 is also significant. In [286, Section 8], von Neumann demonstrates the
possibility of reliable computation by constructing a circuit with successive layers of
computation and local error correction using 3-input δ-noisy majority gates (i.e. the
gates independently make errors with probability δ). In his analysis, he first derives a
simple recursion that captures the effect on the probability of error after applying a
single noisy majority gate. Then, he uses a “heuristic” fixed point argument to show
that as the depth of the circuit grows, the probability of error asymptotically stabilizes
at a fixed point value less than 1

2 if δ < 1
6 , and the probability of error tends to 1

2 if δ ≥ 1
6 .

Moreover, he rigorously proves that reliable computation is possible for δ < 0.0073.
As we mentioned in section 5.1, von Neumann’s approach to remembering a random

initial bit entails using multiple clones of the initial bit as inputs to a noisy circuit with
one output, where the output equals the initial bit with probability greater than 1

2 for
84Note, however, that σk → 1

2 almost surely as k → ∞ does not imply the impossibility of recon-
struction in the sense of (5.8), let alone (5.7). So, a different argument is required to establish such
impossibility results.
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“good” choices of noisy gates. It is observed in [115, Section 2] that a balanced ternary
tree circuit, with k layers of 3-input noisy majority gates and 3k inputs that are all
equal to the initial bit, can be used to remember the initial bit. In fact, von Neumann’s
heuristic fixed point argument that yields a critical threshold of 1

6 for reconstruction is
rigorous in this scenario. From this starting point, Hajek and Weller prove the stronger
impossibility result that reliable computation is impossible for formulae (i.e. circuits
where the output of each intermediate gate is the input of only one other gate) with
general 3-input δ-noisy gates when δ ≥ 1

6 [115, Proposition 2]. This development can be
generalized for any odd d ≥ 3, and [86, Theorem 1] conveys that reliable computation
is impossible for formulae with general d-input δ-noisy gates when δ ≥ δmaj.

The discussion heretofore reveals that the critical thresholds in von Neumann’s
circuit for remembering a bit and in our model in Theorem 5.1 are both δmaj. It turns
out that this is a consequence of the common fixed point iteration structure of the
two problems (as we will explain below). Indeed, the general recursive structure of g
for any odd value of d was analyzed in [86, Section 2]. On a related front, the general
recursive structure of g was also analyzed in [210] in the context of performing recursive
reconstruction on periodic trees, where the critical threshold of δmaj again plays a crucial
role. In fact, we will follow the analysis in [210] to develop these recursions in section
5.5.

We now elucidate the common fixed point iteration structure between von Neu-
mann’s model and our model in Theorem 5.1. Suppose d ≥ 3 is odd, and define the
function h : [0, 1] → [0, 1], h(p) , P(majority(Y1, . . . , Yd) = 1) for Y1, . . . , Yd i.i.d.
Bernoulli(p). Consider von Neumann’s balanced d-ary tree circuit with k layers of d-
input δ-noisy majority gates and dk inputs that are all equal to the initial bit. In this
model, it is straightforward to verify that the probability of error (i.e. output vertex 6=
initial bit) is f (k)(0), where f : [0, 1]→ [0, 1] is given by [86, Equation (3)]:

f(σ) , δ ∗ h(σ) , (5.19)

and f (k) denotes the k-fold composition of f with itself. On the other hand, as explained
in the brief intuition for our proof of Theorem 5.1 earlier, assuming that σ0 = 0, the
relevant recursion for our model is given by the repeated composition g(k)(0) (which
captures the average value of σk after k layers). According to (5.40) in section 5.5,
g(σ) = h(δ ∗ σ), which yields the relation:

∀k ∈ N, f (k+1)(0) = δ ∗ g(k)(0) (5.20)

by induction. Therefore, the fixed point iteration structures of f and g are identical, and
δmaj is the common critical threshold that determines when there is a unique fixed point.
In particular, the fact that gates (or vertices) are noisy in von Neumann’s model, while
edges (or wires) are noisy in our model, has no bearing on this fixed point structure.85

Although both the aforementioned models use majority gates and share a common
fixed point structure, it is important to recognize that our overall analysis differs from

85We refer readers to [73] for general results on the relation between vertex noise and edge noise.
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von Neumann’s analysis in a crucial way. Since our recursion pertains to conditional
expectations of the proportion of 1’s in different layers (rather than the probabilities of
error in von Neumann’s setting), our proof requires exponential concentration inequal-
ities to formalize the intuition provided by the fixed point analysis.

We now make several other pertinent remarks about Theorem 5.1. Firstly, recon-
struction is possible in the sense of (5.6) when δ ∈ (0, δmaj) since the ML decision rule
achieves lower probability of error than the majority decision rule,86 and reconstruc-
tion is impossible in the sense of (5.8) when δ ∈

(
δmaj,

1
2
)
(as explained at the end of

subsection 5.3.1). Furthermore, while part 1 of Theorem 5.1 only shows that the ML
decoder fkML(σk) based on σk is optimal in the absence of knowledge of the particular
graph realization G, part 2 establishes that even if the ML decoder knows the graph G
and has access to the full k-layer state Xk, it cannot beat the δmaj threshold in all but
a zero measure set of DAGs.

Secondly, the following conjecture is still open: In the random DAG model with
Lk = O(log(k)) and fixed d ≥ 3, reconstruction is impossible for all choices of Boolean
processing functions when δ ≥ δmaj. A consequence of this conjecture is that majority
processing functions are optimal, i.e. they achieve the δmaj reconstruction threshold.
The results in [210] provide strong evidence that this conjecture is true when all vertices
in the random DAG use the same odd Boolean processing function. Indeed, for fixed
δ ∈

(
0, 1

2
)
and any odd Boolean function gate : {0, 1}d → {0, 1}, let g̃ : [0, 1] → [0, 1]

be defined as g̃(σ) , P(gate(Y1, . . . , Yd) = 1) for Y1, . . . , Yd i.i.d. Bernoulli(δ ∗ σ).87
Then, [210, Lemma 2.4] establishes that g̃(σ) ≤ g(σ) for all σ ≥ 1

2 and g̃(σ) ≥ g(σ)
for all σ ≤ 1

2 , where the function g is given in (5.40) (and corresponds to the majority
rule). Hence, if g has a single fixed point at σ = 1

2 , g̃ also has a single fixed point at
σ = 1

2 . This intuitively suggests that if reconstruction of the root bit is impossible using
majority processing functions, it is also impossible using any odd processing function.
Furthermore, our proof of part 2 of Theorem 5.1 in section 5.5 yields that reconstruction
is impossible for all choices of odd and monotone non-decreasing Boolean processing
functions when δ > δmaj, modulo the following conjecture (which we did not verify):
among all odd and monotone non-decreasing Boolean functions, the maximum Lipschitz
constant of g̃ is attained by the majority rule at σ = 1

2 .
Thirdly, the sub-exponential layer size condition Lk = o

(
D(δ, d)−k

)
in part 2 of

Theorem 5.1 is intuitively necessary. Suppose every Boolean processing function in our
86It can be seen from monotonicity and symmetry considerations that without knowledge of the

random DAG realization G, the ML decision rule fkML(σk) is equal to the majority decision rule Ŝk.
(So, the superior limit in part 1 of Theorem 5.1 can be replaced by a true limit.) In fact, simulations
illustrate that the conditional distributions P+

σk
and P−σk

have the monotone likelihood ratio property,
i.e. the likelihood ratio P+

σk
(σ)/P−σk

(σ) is non-decreasing in σ, which also implies that fkML(σk) is equal
to Ŝk. On the other hand, with knowledge of the random DAG realization G, the ML decision rule
fkML(σk, G) based on σk is not the majority decision rule.

87A Boolean function is said to be odd if flipping all its input bits also flips the output bit. The
assumption that gate is odd ensures that the function Rδgate(σ) in [210, Definition 2.1] is precisely equal
to the function g̃(σ).
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random DAG model simply outputs the value of its first input bit. This effectively sets
d = 1, and reduces our problem to one of broadcasting on a random tree model. If Lk =
Ω
(
E(δ)k

)
for some large enough constant E(δ), then most realizations of the random

tree will have branching numbers greater than (1−2δ)−2. As a result, reconstruction will
be possible for most realizations of the random tree (cf. the Kesten-Stigum threshold
delineated at the outset of this chapter). Thus, when we are proving impossibility results,
Lk (at least intuitively) cannot be exponential in k with a very large base.

Fourthly, it is worth mentioning that for any fixed DAG with indegree d ≥ 3 and
sub-exponential Lk, for any choices of Boolean processing functions, and any choice of
decoder, it is impossible to reconstruct the root bit when:

δ >
1
2 −

1
2
√
d
. (5.21)

This follows from Evans and Schulman’s result in [85], which we will discuss further in
subsection 5.4.4.

Lastly, in the context of the random DAG model studied in Theorem 5.1, the en-
suing proposition illustrates that the problem of reconstruction using the information
contained in just a single vertex, e.g. Xk,0, exhibits a similar phase transition phe-
nomenon to that in Theorem 5.1.

Proposition 5.1 (Single Vertex Reconstruction). Let C(δ, d) be the constant de-
fined in (5.49) in section 5.5. For a random DAG model with d ≥ 3, the following phase
transition phenomenon occurs around δmaj:

1. If δ ∈ (0, δmaj), the number of vertices per level satisfies Lk ≥ C(δ, d) log(k) for
all sufficiently large k (depending on δ and d), and all Boolean processing func-
tions are the majority rule (where ties are broken by outputting random bits), then
reconstruction is possible in the sense that:

lim sup
k→∞

P(Xk,0 6= X0,0) < 1
2

where we use a single vertex Xk,0 as the decoder at level k.

2. If δ ∈
[
δmaj,

1
2
)
, d is odd, and the number of vertices per level satisfies limk→∞ Lk =

∞ and Rk , infn≥k Ln = O
(
d2k), then for all choices of Boolean processing func-

tions (which may vary between vertices and be graph dependent), reconstruction is
impossible in the sense that:

lim
k→∞

E
[∥∥∥P+

Xk,0|G − P
−
Xk,0|G

∥∥∥
TV

]
= 0

where P+
Xk,0|G and P−Xk,0|G are the conditional distributions of Xk,0 given {X0,0 =

1, G} and {X0,0 = 0, G}, respectively.
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Proposition 5.1 is proved in appendix D.1. In particular, part 2 of Proposition 5.1
demonstrates that when δ ≥ δmaj, the ML decoder based on a single vertex Xk,0 (with
knowledge of the random DAG realization G) cannot reconstruct X0,0 in all but a
vanishing fraction of DAGs. It is worth mentioning that much like part 2 of Theorem
5.1, part 2 of Proposition 5.1 also implies that:

lim inf
k→∞

∥∥∥P+
Xk,0|G − P

−
Xk,0|G

∥∥∥
TV

= 0 G-a.s. (5.22)

since applying Fatou’s lemma to it yields E[lim infk→∞ ‖P+
Xk,0|G − P

−
Xk,0|G‖TV] = 0.

Thus, if reconstruction is possible in the range δ ≥ δmaj, the decoder should definitely
use more than one vertex. This converse result relies on the aforementioned impossibility
results on reliable computation. Specifically, the exact threshold δmaj that determines
whether or not reliable computation is possible using formulae is known for odd d ≥ 3,
cf. [86, 115]. Therefore, we can exploit such results to obtain a converse for odd d ≥ 3
which holds for all choices of Boolean processing functions and at the critical value
δ = δmaj (although only for single vertex decoding). In contrast, when d ≥ 4 is even, it
is not even known whether such a critical threshold exists (as noted in [86, Section 7]),
and hence, we cannot easily prove such converse results for even d ≥ 4.88

We next present an immediate corollary of Theorem 5.1 which states that there exist
constant indegree deterministic DAGs with Lk = Ω(log(k)) (i.e. Lk ≥ C(δ, d) log(k) for
some large constant C(δ, d) and all sufficiently large k) such that reconstruction of the
root bit is possible. Note that deterministic DAGs refer to Bayesian networks on specific
realizations of G in the sequel. We will use the same notation as subsection 5.3.1 to
analyze deterministic DAGs with the understanding that the randomness is engendered
by X0,0 and the edge BSCs, but not G. Formally, we have the following result which is
proved in appendix D.2.

Corollary 5.1 (Existence of DAGs where Reconstruction is Possible). For
every indegree d ≥ 3, every noise level δ ∈ (0, δmaj), and every sequence of level sizes
satisfying Lk ≥ C(δ, d) log(k) for all sufficiently large k, there exists a deterministic
DAG G with these parameters such that if we use majority rules as our Boolean pro-
cessing functions, then there exists ε = ε(δ, d) > 0 (that depends on δ and d) such that
the probability of error in ML decoding is bounded away from 1

2 − ε:

∀k ∈ N ∪{0}, P
(
hkML(Xk,G) 6= X0

)
≤ 1

2 − ε

where hkML(·,G) : {0, 1}Lk → {0, 1} denotes the ML decision rule at level k based on the
full k-layer state Xk (given knowledge of the DAG G).

88Note, however, that if all Boolean processing functions are the majority rule and the conditions
of part 2 of Theorem 5.1 are satisfied, then part 2 of Theorem 5.1 implies (using the data processing
inequality for TV distance and the bounded convergence theorem) that single vertex reconstruction is
also impossible in the sense presented in part 2 of Proposition 5.1.
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Since the critical threshold δmaj → 1
2 as d → ∞, a consequence of Corollary 5.1

is that for any δ ∈
(
0, 1

2
)
, any sufficiently large indegree d (that depends on δ), and

any sequence of level sizes satisfying Lk ≥ C(δ, d) log(k) for all sufficiently large k,
there exists a deterministic DAG G with these parameters and all majority processing
functions such that reconstruction of the root bit is possible in the sense shown above.

Until now, we have restricted ourselves to the d ≥ 3 case of the random DAG model.
Our second main result considers the setting where the indegree of each vertex (except
the root) is d = 2, because it is not immediately obvious that deterministic DAGs (for
which reconstruction is possible) exist for d = 2. Indeed, it is not entirely clear which
Boolean processing functions are good for “local error correction” in this scenario. We
choose to fix all Boolean functions at even levels of the random DAG model to be the
AND rule, and all Boolean functions at odd levels of the model to be the OR rule. We
then prove that this random DAG model also exhibits a phase transition phenomenon
around a critical threshold of:

δandor ,
3−
√

7
4 . (5.23)

As before, the next theorem illustrates that for δ < δandor, the “biased” majority de-
cision rule T̂k , 1{σk ≥ t}, where t ∈ (0, 1) is defined in (5.68) in section 5.6, can
asymptotically decode σ0, but for δ > δandor, the ML decision rule with knowledge of
G cannot asymptotically decode σ0. For simplicity, we only analyze this model at even
levels in the achievability case.

Theorem 5.2 (Phase Transition in Random DAG Model with AND-OR Rule
Processing). Let C(δ) and D(δ) be the constants defined in (5.74) and (5.64) in section
5.6. For a random DAG model with d = 2, AND processing functions at even levels,
and OR processing functions at odd levels, the following phase transition phenomenon
occurs around δandor:

1. If δ ∈ (0, δandor), and the number of vertices per level satisfies Lk ≥ C(δ) log(k)
for all sufficiently large k (depending on δ), then reconstruction is possible in the
sense that:

lim sup
k→∞

P(T̂2k 6= σ0) < 1
2

where we use the decoder T̂2k = 1{σ2k ≥ t} at level 2k, which recovers the root bit
by thresholding at the value t ∈ (0, 1) in (5.68).

2. If δ ∈
(
δandor,

1
2
)
, and the number of vertices per level satisfies Lk = o

(
E(δ)−

k
2
)

and lim infk→∞ Lk > 2
E(δ)−D(δ) for any E(δ) ∈ (D(δ), 1) (that depends on δ), then

reconstruction is impossible in the sense of (5.7):

lim
k→∞

∥∥∥P+
Xk|G − P

−
Xk|G

∥∥∥
TV

= 0 G-a.s.

Theorem 5.2 is proved in section 5.6, and many of the remarks pertaining to The-
orem 5.1 as well as the general intuition for Theorem 5.1 also hold for Theorem 5.2.
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Furthermore, a proposition analogous to part 1 of Proposition 5.1 and a corollary anal-
ogous to Corollary 5.1 also hold here (but we omit explicit statements of these results
for brevity).

It is straightforward to verify that the random DAG in Theorem 5.2 with alternat-
ing layers of AND and OR processing functions is equivalent to a random DAG with
all NAND processing functions for the purposes of broadcasting.89 Recall that in the
discussion following Theorem 5.1, we noted how the critical threshold δmaj was already
known in the reliable computation literature (because it characterized when reliable
computation is possible), cf. [86]. It turns out that δandor has also appeared in the re-
liable computation literature in a similar vein. In particular, although the existence of
critical thresholds on δ for reliable computation using formulae of δ-noisy gates is not
known for any even d ≥ 4, the special case of d = 2 has been resolved. Indeed, Evans and
Pippenger showed in [84] that reliable computation using formulae consisting of δ-noisy
NAND gates is possible when δ < δandor and impossible when δ > δandor. Moreover,
Unger established in [279, 280] that reliable computation using formulae with general
2-input δ-noisy gates is impossible when δ ≥ δandor.

� 5.4.2 Explicit Construction of Deterministic DAGs where Broadcasting is
Possible

Although Corollary 5.1 illustrates the existence of DAGs where broadcasting (i.e. recon-
struction of the root bit) is possible, it does not elucidate the structure of such DAGs.
Moreover, Theorem 5.1 suggests that reconstruction on such deterministic DAGs should
be possible using the algorithmically simple majority decision rule, but Corollary 5.1 is
proved for the typically more complex ML decision rule. In this subsection, we address
these deficiencies of Corollary 5.1 by presenting an explicit construction of deterministic
bounded degree DAGs such that Lk = Θ(log(k)) and reconstruction of the root bit is
possible using the majority decision rule.

Our construction is based on regular bipartite lossless expander graphs. Historically,
the notion of an expander graph goes back to the work of Kolmogorov and Barzdin
in [154]. Soon afterwards, Pinsker independently discovered such graphs and coined the
term “expander graph” in [226].90 Both [154] and [226, Lemma 1] prove the existence
of expander graphs using probabilistic techniques. On the other hand, the first explicit
construction of expander graphs appeared in [193], and more recently, lossless expander
graphs were constructed using simpler ideas in [39]. We next define a pertinent variant
of lossless expander graphs.

Consider a d-regular bipartite graph B = (U, V,E), where U and V are two disjoint
89Indeed, we can introduce pairs of NOT gates into every edge of our DAG that goes from an AND

gate to an OR gate without affecting the statistics of the model. Since an AND gate followed by a
NOT gate and an OR gate whose inputs pass through NOT gates are both NAND gates, we obtain
an equivalent model where all processing functions are NAND gates. We remark that analyzing this
random DAG model with NAND processing functions yields a version of Theorem 5.2 with the same
essential characteristics (albeit with possibly weaker conditions on Lk).

90In fact, expander graphs are called “expanding” graphs in [226].
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sets of vertices such that |U | = |V | = n ∈ N, every vertex in U ∪ V has degree d ∈ N,
and E is the set of undirected edges between U and V . Note that we allow multiple
edges to exist between two vertices in B. For any subset of vertices S ⊆ U , we define
the neighborhood of S as:

Γ(S) , {v ∈ V : ∃u ∈ S, (u, v) ∈ E} (5.24)

which is the set of all vertices in V that are adjacent to some vertex in S. For any
fraction α ∈ (0, 1) and any expansion factor β > 0, B is called an (α, β)-expander graph
if for every subset of vertices S ⊆ U , we have:

|S| ≤ αn ⇒ |Γ(S)| ≥ β|S| . (5.25)

Note that we only require subsets of vertices in U to expand (not V ). Intuitively, such
expander graphs are sparse due to the d-regularity constraint, but have high connectivity
due to the expansion property (5.25). Furthermore, when α ≤ 1

d , the best expansion
factor one can hope for is β as close as possible to d. Hence, (α, (1−ε)d)-expander graphs
with α ≤ 1

d and very small ε > 0 are known as lossless expander graphs [39, Section
1.1].

We utilize a slightly relaxed version of lossless expander graphs in our construction.
In particular, using existing results from the literature, we establish in Corollary 5.2 of
section 5.7 that for large values of the degree d and any sufficiently large n (depending
on d), there exists a d-regular bipartite graph B = (U, V,E) with |U | = |V | = n such
that for every subset of vertices S ⊆ U , we have:91

|S| = n

d6/5 ⇒ |Γ(S)| ≥ (1− ε) n

d1/5 with ε = 2
d1/5 . (5.26)

Unlike (5.25), the expansion in (5.26) only holds for subsets S ⊆ U with cardinality
exactly |S| = nd−6/5. However, we can still (loosely) perceive the graph B as a d-
regular bipartite lossless (α, β)-expander graph with α = d−6/5 and β = (1 − ε)d.
(Strictly speaking, nd−6/5 must be an integer, but we neglect this detail throughout
our exposition for simplicity.) In the remainder of our discussion, we refer to graphs like
B that satisfy (5.26) as d-regular bipartite lossless (d−6/5, d − 2d4/5)-expander graphs
with abuse of standard nomenclature.

A d-regular bipartite lossless (d−6/5, d− 2d4/5)-expander graph B can be construed
as representing two consecutive levels of a deterministic DAG upon which we are broad-
casting. Indeed, we can make every edge in E directed by making them point from U
to V , where U represents a particular level in the DAG and V the next level. In fact,
we can construct deterministic DAGs where broadcasting is possible by concatenating
several such d-regular bipartite lossless expander graphs together. The ensuing theo-
rem details our DAG construction, and illustrates that reconstruction of the root bit is
possible when we use majority Boolean processing functions and the majority decision
rule Ŝk = 1

{
σk ≥ 1

2
}
, where σk is defined in (5.2).

91We do not explicitly impose the constraint that ε = 2/d1/5 < 1 because the constraint (5.27) in
Theorem 5.3 implicitly ensures this.
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Theorem 5.3 (DAG Construction using Expander Graphs). Fix any noise level
δ ∈

(
0, 1

2
)
, any sufficiently large odd degree d = d(δ) ≥ 5 (that depends on δ) satisfying:

8
d1/5 + d6/5 exp

(
−(1− 2δ)2(d− 4)2

8d

)
≤ 1

2 , (5.27)

and any sufficiently large constant N = N(δ) ∈ N (that depends on δ) such that the
constant M , exp

(
N/(4d12/5)

)
≥ 2 and for every n ≥ N , there exists a d-regular

bipartite lossless (d−6/5, d−2d4/5)-expander graph Bn = (Un, Vn, En) with |Un| = |Vn| =
n that satisfies (5.26) for every subset S ⊆ Un. Let the sequence of level sizes {Lk : k ∈
N ∪{0}} be given by L0 = 1, L1 = N , and:

∀m ∈ N ∪{0}, ∀k ∈ N ∪{0} such that M b2m−1c < k ≤M2m , Lk = 2mN (5.28)

so that we have Lk = Θ(log(k)). Then, either in deterministic quasi-polynomial time
O(exp(Θ(log(r) log log(r)))), or if N additionally satisfies (5.96), in randomized poly-
logarithmic time O(log(r) log log(r)) with strictly positive success probability (5.98), we
can construct the constituent expander graphs for levels 0, . . . , r of an infinite determin-
istic DAG with level sizes {Lk : k ∈ N ∪{0}} defined above, indegrees bounded by d,
outdegrees bounded by 2d, and the following edge configuration:

1. Every vertex in X1 has one directed edge coming from X0,0.

2. For every pair of consecutive levels k and k + 1 such that Lk+1 = Lk, the directed
edges from Xk to Xk+1 are given by the edges of BLk , where we identify the vertices
in ULk with Xk and the vertices in VLk with Xk+1, respectively.

3. For every pair of consecutive levels k and k+1 such that Lk+1 = 2Lk, we partition
the vertices in Xk+1 into two sets, X1

k+1 = (Xk+1,0, . . . , Xk+1,Lk−1) and X2
k+1 =

(Xk+1,Lk , . . . , Xk+1,Lk+1−1), so that the directed edges from Xk to Xi
k+1 are given

by the edges of BLk for i = 1, 2, where we identify the vertices in ULk with Xk and
the vertices in VLk with Xi

k+1, respectively, as before.

Furthermore, for the Bayesian network defined on this infinite deterministic DAG with
X0,0 ∼ Bernoulli

(1
2
)
, independent BSC(δ) edges, all identity Boolean processing functions

in level k = 1, and all majority rule Boolean processing functions in levels k ≥ 2 (as
defined in subsection 5.3.1), reconstruction is possible in the sense that:

lim sup
k→∞

P
(
Ŝk 6= X0

)
<

1
2

where we use the majority decoder Ŝk = 1
{
σk ≥ 1

2
}
at level k.

Theorem 5.3 is proved in section 5.7. The proof of feasibility of reconstruction follows
the same overarching strategy as the proof of Theorem 5.1, but obviously makes essential
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use of the expansion property (5.26). We emphasize that Theorem 5.3 portrays that
the constituent expander graphs of a deterministic DAG where broadcasting is possible
can be constructed either in quasi-polynomial time or in randomized polylogarithmic
time in the number of levels. Once the DAG is constructed however, reconstruction of
the root bit is guaranteed to succeed using the majority decoder in the sense presented
above. Finally, we note that the question of finding a deterministic polynomial time
algorithm to construct DAGs where reconstruction is possible remains open.

� 5.4.3 Results on 2D Regular Grids

Deterministic 2D regular grids are much harder to analyze than random DAG models
due to the dependence between adjacent vertices in a given layer. As mentioned earlier,
we analyze the setting where all Boolean processing functions in the 2D regular grid
with two inputs are the same, and all Boolean processing functions in the 2D grid with
one input are the identity rule. Our first result shows that reconstruction is impossible
for all δ ∈

(
0, 1

2
)
when AND processing functions are used.

Theorem 5.4 (Deterministic AND 2D Grid). If δ ∈
(
0, 1

2
)
, and all Boolean pro-

cessing functions with two inputs in the 2D regular grid are the AND rule, then recon-
struction is impossible in the sense of (5.14):

lim
k→∞

∥∥∥P+
Xk
− P−Xk

∥∥∥
TV

= 0 .

Theorem 5.4 is proved in section 5.8. The proof couples the 2D grid starting at
X0,0 = 0 with the 2D grid starting at X0,0 = 1, and “runs” them together. Using
a phase transition result concerning bond percolation on 2D grids, we show that we
eventually reach a layer where the values of all vertices in the first grid equal the values
of the corresponding vertices in the second grid. So, the two 2D grids “couple” almost
surely regardless of their starting state. This implies that we cannot decode the starting
state by looking at vertices in layer k as k → ∞. We note that in order to prove that
the two 2D grids “couple,” we have to consider two different regimes of δ and provide
separate arguments for each. The details of these arguments are presented in section
5.8.

Our second result shows that reconstruction is impossible for all δ ∈
(
0, 1

2
)
when

XOR processing functions are used.

Theorem 5.5 (Deterministic XOR 2D Grid). If δ ∈
(
0, 1

2
)
, and all Boolean pro-

cessing functions with two inputs in the 2D regular grid are the XOR rule, then recon-
struction is impossible in the sense of (5.14):

lim
k→∞

∥∥∥P+
Xk
− P−Xk

∥∥∥
TV

= 0 .

Theorem 5.5 is proved in section 5.9. In the XOR 2D grid, every vertex at level k
can be written as a (binary) linear combination of the root bit and all the BSC noise
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random variables in the grid up to level k. This linear relationship can be captured
by a binary matrix. The main idea of the proof is to perceive this matrix as a parity
check matrix of a linear code. The problem of inferring X0,0 from Xk turns out to be
equivalent to decoding the first bit of a codeword drawn uniformly from this code after
observing a noisy version of the codeword. Basic facts from coding theory can then be
used to complete the proof.

We remark that at first glance, Theorems 5.4 and 5.5 seem intuitively obvious from
the random DAG model perspective. For example, consider the random DAG model
with d = 2, Lk = k + 1, and all AND processing functions. Then, the conditional
expectation function g(σ) = E[σk|σk−1 = σ] has only one fixed point regardless of
the value of δ ∈

(
0, 1

2
)
, and we intuitively expect σk to tend to this fixed point (which

roughly captures the equilibrium between AND gates killing 1’s and BSC(δ)’s producing
new 1’s) as k →∞. So, reconstruction is impossible in this random DAG model, which
suggests that reconstruction is also impossible in the AND 2D grid. However, although
Theorems 5.4 and 5.5 seem intuitively easy to understand in this way, we emphasize that
this random DAG intuition does not capture the subtleties engendered by the regularity
of the 2D grid. In fact, the random DAG intuition can even be somewhat misleading.
Consider the random DAG model with d = 2, Lk = k + 1, and all NAND processing
functions. This model was analyzed in Theorem 5.2, because using successive layers of
AND and OR processing functions is equivalent to using all NAND processing functions.
Theorem 5.2 portrays that reconstruction of the root bit is possible in a certain range
of δ values. Yet, evidence from [127], which proves the ergodicity of 1D PCA with
NAND gates, and numerical simulations strongly suggest that reconstruction is actually
impossible for the 2D regular grid with NAND processing functions. Therefore, the 2D
regular grid setting of Theorems 5.4 and 5.5 should be intuitively understood with
caution. Indeed, as sections 5.8 and 5.9 illustrate, the proofs of Theorems 5.4 and 5.5
are nontrivial.

The impossibility of reconstruction in Theorems 5.4 and 5.5 also seems intuitively
plausible due to the ergodicity results for numerous 1D PCA—see e.g. [107] and the
references therein. However, there are two key differences between deterministic 2D reg-
ular grids and 1D PCA. Firstly, the main question in the study of 1D PCA is whether a
given automaton is ergodic, i.e. whether the Markov process defined by it converges to a
unique invariant probability measure on the configuration space for all initial configura-
tions. This question of ergodicity is typically addressed by considering the convergence
of finite-dimensional distributions over the sites (i.e. weak convergence). Hence, for
many 1D PCA that have special characteristics (such as translation invariance, finite
range, positivity, and attractiveness or monotonicity, cf. [107]), it suffices to consider
the convergence of distributions on finite intervals (e.g. marginal distributions at given
sites). In contrast to this setting, we are concerned with the stronger notion of conver-
gence in TV distance. Indeed, Theorems 5.4 and 5.5 show that the TV distance between
P+
Xk

and P−Xk vanishes as k →∞.
Secondly, since a 1D PCA has infinitely many sites, the problem of remembering a
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bit in a 1D PCA (with binary state space) corresponds to distinguishing between the “all
zeros” and “all ones” initial configurations. On the other hand, as mentioned in section
5.1, a 2D regular grid can be construed as a 1D PCA with boundary conditions; each
level k ∈ N ∪{0} corresponds to an instance in discrete-time, and there are Lk = k + 1
sites at time k. Moreover, its initial configuration has only one copy of the initial bit as
opposed to infinitely many copies. As a result, compared a 2D regular grid, a 1D PCA
(without boundary conditions) intuitively appears to have a stronger separation between
the two initial states as time progresses. The aforementioned boundary conditions form
another barrier to translating results from the 1D PCA literature to 2D regular grids.

It is also worth mentioning that most results on 1D PCA pertain to the continuous-
time setting—see e.g. [107, 175] and the references therein. This is because sites are
updated one by one in a continuous-time automaton, but they are updated in parallel
in a discrete-time automaton. So, the discrete-time setting is often harder to analyze.
(Indeed, some of the only known discrete-time 1D PCA ergodicity results are in [108,
Section 3], which outlines the proof of ergodicity of the 3-input majority vote model i.e.
1D PCA with 3-input majority gates,92 and [127], which proves ergodicity of 1D PCA
with NAND gates.) This is another reason why results from the 1D PCA literature
cannot be easily transferred to our model.

� 5.4.4 Further Discussion and Impossibility Results

In this subsection, we present and discuss some impossibility results pertaining to both
deterministic and random DAGs. The first result illustrates that if the level sizes satisfy
Lk ≤ log(k)/(d log(1/(2δ))) for every sufficiently large k (i.e. Lk grows very “slowly”),
then reconstruction is impossible regardless of the choices of Boolean processing func-
tions and the choice of decision rule.

Proposition 5.2 (Slow Growth of Layers). For any noise level δ ∈
(
0, 1

2
)
and

indegree d ∈ N, if the number of vertices per level satisfies Lk ≤ log(k)/(d log(1/(2δ)))
for all sufficiently large k, then for all choices of Boolean processing functions (which
may vary between vertices and be graph dependent), reconstruction is impossible in the
sense that:

1. for a deterministic DAG:

lim
k→∞

∥∥∥P+
Xk
− P−Xk

∥∥∥
TV

= 0 .

2. for a random DAG:

lim
k→∞

∥∥∥P+
Xk|G − P

−
Xk|G

∥∥∥
TV

= 0 pointwise

92As Gray explains in [108, Section 3], his proof of ergodicity is not complete; he is “very detailed
for certain parts of the argument and very sketchy in others” [108]. Although the references in [108]
indicate that Gray was preparing a paper with the complete proof, this paper was never published
to our knowledge. So, the ergodicity of 1D PCA with 3-input majority gates has not been rigorously
established.
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which means that the condition holds for every realization of the random DAG G.

This proposition is proved in appendix D.3. Part 1 of Proposition 5.2 illustrates that
when Lk is sub-logarithmic, the ML decoder based on the entire k-layer state Xk with
knowledge of the deterministic DAG fails to reconstruct the root bit. Similarly, part 2
of Proposition 5.2 shows that reconstruction is impossible for random DAGs even if the
particular DAG realization G is known and the ML decoder can access Xk. Therefore,
Proposition 5.2 illustrates that our assumption that Lk ≥ C log(k), for some constant C
(that depends on δ and d) and all sufficiently large k, for reconstruction to be possible
in Theorems 5.1 and 5.2 is in fact necessary.

In contrast, consider a deterministic DAG with no restrictions (i.e. no bounded
indegree assumption) except for the size of Lk. Then, each vertex at level k of this DAG
is connected to all Lk−1 vertices at level k−1. The next proposition illustrates that Lk =
Θ
(√

log(k)
)
is the critical scaling of Lk in this scenario. In particular, reconstruction is

possible when Lk = Ω
(√

log(k)
)
(i.e. Lk ≥ A(δ)

√
log(k) for some large constant A(δ)

and all sufficiently large k), and reconstruction is impossible when Lk = O
(√

log(k)
)

(i.e. Lk ≤ B(δ)
√

log(k) for some small constant B(δ) and all sufficiently large k). The
proof of this result is deferred to appendix D.4.

Proposition 5.3 (Broadcasting in Unbounded Degree DAG Model). Let A(δ)
and B(δ) be the constants defined in (D.21) and (D.22) in appendix D.4. Consider a
deterministic DAG G such that for every k ∈ N, each vertex at level k has one incoming
edge from all Lk−1 vertices at level k− 1. Then, for any noise level δ ∈

(
0, 1

2
)
, we have:

1. If the number of vertices per level satisfies Lk ≥ A(δ)
√

log(k) for all sufficiently
large k, and all Boolean processing functions in G are the majority rule (where ties
are broken by outputting 1), then reconstruction is possible in the sense that:

lim sup
k→∞

P(Ŝk 6= X0) < 1
2

where we use the majority decoder Ŝk = 1
{
σk ≥ 1

2
}
at level k.

2. If the number of vertices per level satisfies Lk ≤ B(δ)
√

log(k) for all sufficiently
large k, then for all choices of Boolean processing functions (which may vary be-
tween vertices), reconstruction is impossible in the sense of (5.14):

lim
k→∞

∥∥∥P+
Xk
− P−Xk

∥∥∥
TV

= 0 .

The last impossibility result we present here is an important result from the reliable
computation literature due to Evans and Schulman [85]. Evans and Schulman studied
von Neumann’s noisy computation model (which we briefly discussed in subsection
5.4.1), and established general conditions under which reconstruction is impossible in
deterministic DAGs due to the decay of mutual information between X0 and Xk. We
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present a specialization of [85, Lemma 2] for our setting as Proposition 5.4 below. This
proposition portrays that if Lk is sub-exponential and the parameters δ and d satisfy
(1 − 2δ)2d < 1, then reconstruction is impossible in deterministic DAGs regardless of
the choices of Boolean processing functions and the choice of decision rule.

Proposition 5.4 (Decay of Mutual Information [85, Lemma 2]). For any de-
terministic DAG model, we have:

I(X0;Xk) ≤ log(2)Lk
(
(1− 2δ)2d

)k
where Lkdk is the total number of paths from X0 to layer Xk, and (1 − 2δ)2k can be
construed as the overall contraction of mutual information along each path (cf. (2.54)
and (2.59) in chapter 2). Therefore, if (1 − 2δ)2d < 1 and Lk = o

(
1/((1 − 2δ)2d)k

)
,

then for all choices of Boolean processing functions (which may vary between ver-
tices), we have limk→∞ I(X0;Xk) = 0, which implies via Pinsker’s inequality that
limk→∞ ‖P+

Xk
− P−Xk‖TV = 0.

We make some pertinent remarks about this result. Firstly, Evans and Schulman’s
original analysis assumes that gates are noisy as opposed to edges (in accordance with
von Neumann’s setup), but the re-derivation of [85, Lemma 2] in [231, Corollary 7]
illustrates that the result also holds for our model. In fact, the site percolation analysis
in [231, Section 3] (which we will briefly delineate later) improves upon Evans and Schul-
man’s estimate. Furthermore, this analysis illustrates that the bound in Proposition 5.4
also holds for all choices of random Boolean processing functions.

Secondly, while Proposition 5.4 holds for deterministic DAGs, we can easily extend
it for random DAG models. Indeed, the random DAG model inherits the inequality in
Proposition 5.4 pointwise:

I(X0;Xk|G = G) ≤ log(2)Lk
(
(1− 2δ)2d

)k
(5.29)

for every realization of the random DAG G = G, where I(X0;Xk|G = G) is the mutual
information between X0 and Xk computed using the joint distribution of X0 and Xk

given G = G. This implies that if Lk is sub-exponential and (1 − 2δ)2d < 1, then
reconstruction based on Xk is impossible regardless of the choices of Boolean processing
functions (which may vary between vertices and be graph dependent) and the choice
of decision rule even if the decoder knows the particular random DAG realization,
i.e. limk→∞ ‖P+

Xk|G − P
−
Xk|G‖TV = 0 pointwise (which trivially implies (5.7)). Taking

expectations with respect to G in (5.29), we get:

I(X0;Xk) ≤ I(X0;Xk|G) ≤ log(2)Lk
(
(1− 2δ)2d

)k
(5.30)

where I(X0;Xk|G) is the conditional mutual information (i.e. the expected value of
I(X0;Xk|G = G) with respect to G), and the first inequality follows from the chain rule
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for mutual information (cf. Kolmogorov identity [230, Theorem 2.5]) and the fact that
X0 is independent of G. Since the second inequality in (5.30) implies (5.53), invoking
the argument at the end of the proof of part 2 of Theorem 5.1 in section 5.5 also yields
that reconstruction is impossible in the sense of (5.7) when Lk is sub-exponential and
(1 − 2δ)2d < 1. Thus, limk→∞ I(X0;Xk|G) = 0 is a sufficient condition for (5.7). In
contrast, the first inequality in (5.30) only yields the impossibility of reconstruction in
the sense of (5.8) when Lk is sub-exponential and (1− 2δ)2d < 1.

Thirdly, Evans and Schulman’s result in Proposition 5.4 provides an upper bound
on the critical threshold of δ above which reconstruction of the root bit is impossible.
Indeed, the condition, (1 − 2δ)2d < 1, under which mutual information decays can be
rewritten as (cf. the discussion in [85, p.2373]):

δES(d) , 1
2 −

1
2
√
d
< δ <

1
2 (5.31)

and reconstruction is impossible for deterministic or random DAGs in this regime
of δ provided Lk is sub-exponential. As a sanity check, we can verify that δES(2) =
0.14644... > 0.08856... = δandor in the context of Theorem 5.2, and δES(3) = 0.21132... >
0.16666... = δmaj in the context of Theorem 5.1 with d = 3. Although δES(d) is a gen-
eral upper bound on the critical threshold for reconstruction, in this chapter, it is not
particularly useful because we analyze explicit processing functions and decision rules,
and derive specific bounds that characterize the corresponding thresholds.

Fourthly, it is worth comparing δES(d) (which comes from a site percolation argu-
ment, cf. [231, Section 3]) to an upper bound on the critical threshold for reconstruction
derived from bond percolation. To this end, consider the random DAG model, and re-
call that the BSC(δ)’s along each edge generate independent bits with probability 2δ
(as shown in the proof of Proposition 5.2 in appendix D.3). So, we can perform bond
percolation so that each edge is independently “removed” with probability 2δ. It can
be shown by analyzing this bond percolation process that reconstruction is impossible
(in a certain sense) when 1

2 −
1
2d < δ < 1

2 . Therefore, the Evans-Schulman upper bound
of δES(d) is tighter than the bond percolation upper bound: δES(d) < 1

2 −
1
2d .

Finally, we briefly delineate how the site percolation approach in [231, Section 3] al-
lows us to prove that reconstruction is impossible in the random DAG model for the (1−
2δ)2d = 1 case as well. Consider a site percolation process where each vertex Xk,j (for
k ∈ N and j ∈ [Lk]) is independently “open” with probability (1−2δ)2, and “closed” with
probability 1− (1−2δ)2. (Note that X0,0 is open almost surely.) For every k ∈ N, let pk
denote the probability that there is an “open connected path” from X0 to Xk (i.e. there
exist j1 ∈ [L1], . . . , jk ∈ [Lk] such that (X0,0, X1,j1), (X1,j1 , X2,j2), . . . , (Xk−1,jk−1 , Xk,jk)
are directed edges in the random DAG G and X1,j1 , . . . , Xk,jk are all open). It can be
deduced from [231, Theorem 5] that for any k ∈ N:

I(X0;Xk|G) ≤ log(2) pk . (5.32)
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Next, for each k ∈ N ∪{0}, define the random variable:

λk ,
1
Lk

∑
j∈[Lk]

1{Xk,j is open and connected} (5.33)

which is the proportion of open vertices at level k that are connected to the root by
an open path. (Note that λ0 = 1.) It is straightforward to verify (using Bernoulli’s
inequality) that for any k ∈ N:

E[λk|λk−1] = (1− 2δ)2
(
1− (1− λk−1)d

)
≤ (1− 2δ)2dλk−1 . (5.34)

Observe that by Markov’s inequality and the recursion from (5.34):

E[λk] ≤ (1− 2δ)2dE[λk−1] , (5.35)

we have:
pk = P

(
λk ≥

1
Lk

)
≤ LkE[λk] ≤ Lk

(
(1− 2δ)2d

)k
(5.36)

which recovers Evans and Schulman’s result (Proposition 5.4) in the context of the
random DAG model. Indeed, if (1 − 2δ)2d < 1 and Lk = o

(
1/((1 − 2δ)2d)k

)
, then

limk→∞ pk = 0, and as a result, limk→∞ I(X0;Xk|G) = 0 by (5.32). On the other
hand, when (1−2δ)2d = 1, taking expectations and applying Jensen’s inequality to the
equality in (5.34) produces:

E[λk] ≤ (1− 2δ)2
(
1− (1− E[λk−1])d

)
. (5.37)

This implies that E[λk] ≤ F−1(k) for every k ∈ N ∪{0} using the estimate in [229,
Appendix A], where F : [0, 1] → [0,∞), F (t) =

∫ 1
t 1/f(τ) dτ with f : [0, 1] → [0, 1],

f(t) = t − (1 − 2δ)2(1 − (1 − t)d
)
, and F−1 : [0,∞) → [0, 1] is well-defined. Since

f(t) ≥ d−1
2 t2 for all t ∈ [0, 1], it is straightforward to show that:

E[λk] ≤ F−1(k) ≤ 2
(d− 1)k . (5.38)

Therefore, the Markov’s inequality argument in (5.36) illustrates that if (1− 2δ)2d = 1
and Lk = o(k), then limk→∞ pk = 0 and reconstruction is impossible in the random
DAG model due to (5.32). Furthermore, the condition on Lk can be improved to Lk =
O(k log(k)) using a more sophisticated Borel-Cantelli type of argument.

� 5.5 Analysis of Majority Rule Processing in Random DAG Model

In this section, we prove Theorem 5.1. To this end, we first make some pertinent obser-
vations. Recall that we have a random DAG model with d ≥ 3, and all Boolean functions
are the majority rule, i.e. fk(x1, . . . , xd) = majority(x1, . . . , xd) for every k ∈ N. Note
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that when the number of 1’s is equal to the number of 0’s, the majority rule out-
puts an independent Bernoulli

(1
2
)
bit.93 Suppose we are given that σk−1 = σ for any

k ∈ N. Then, for every j ∈ [Lk], Xk,j = majority(Y1, . . . , Yd) where Y1, . . . , Yd are i.i.d.
Bernoulli(p) random variables with p = σ ∗ δ. Define the function g : [0, 1] → [0, 1] as
follows:

g(σ) , E[majority(Y1, . . . , Yd)] = P
(

d∑
i=1

Yi >
d

2

)
+ 1

2P
(

d∑
i=1

Yi = d

2

)
(5.39)

=



d∑
i= d

2 +1

(
d

i

)
(σ ∗ δ)i(1− σ ∗ δ)d−i + 1

2

(
d
d
2

)
(σ ∗ δ)

d
2 (1− σ ∗ δ)

d
2 , d even

d∑
i= d+1

2

(
d

i

)
(σ ∗ δ︸ ︷︷ ︸

p

)i(1− σ ∗ δ︸ ︷︷ ︸
1−p

)d−i , d odd

(5.40)

which implies that Xk,j are i.i.d. Bernoulli(g(σ)) for j ∈ [Lk], and Lkσk ∼ binomial(Lk,
g(σ)), since we have:

P(Xk,j = 1|σk−1 = σ) = E[σk|σk−1 = σ] = g(σ) . (5.41)

To compute the first derivative of g, we follow the analysis in [210, Section 2]. Recall
that a Boolean function h : {0, 1}d → {0, 1} is monotone non-decreasing (respectively,
non-increasing) if its value either increases (respectively, decreases) or remains the same
whenever any of its input bits is flipped from 0 to 1. For any such monotone function
h : {0, 1}d → {0, 1}, the Margulis-Russo formula states that [194, 240] (alternatively,
see [113, Section 4.1]):

d

dp
E[h(Y1, . . . , Yd)]

=
d∑
i=1

E[h(Y1, . . . , Yi−1, 1, Yi+1, . . . , Yd)− h(Y1, . . . , Yi−1, 0, Yi+1, . . . , Yd)] .
(5.42)

Hence, since h = majority is a non-decreasing function, g′ : [0, 1]→ R is given by:

g′(σ) = dp

dσ

d

dp
E[h(Y1, . . . , Yd)]

= (1− 2δ)
d∑
i=1

E[h(Y1, . . . , Yi−1, 1, Yi+1, . . . , Yd)− h(Y1, . . . , Yi−1, 0, Yi+1, . . . , Yd)]

= (1− 2δ) dE[h(1, Y2, . . . , Yd)− h(0, Y2, . . . , Yd)]
93Although generating a random bit is a natural approach to breaking ties in the majority rule, this

means that the rule is no longer purely deterministic when d is even.
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= (1− 2δ) dP(h(1, Y2, . . . , Yd) = 1, h(0, Y2, . . . , Yd) = 0) (5.43)

=


(1− 2δ) d2

(
P
(

d∑
i=2

Yi = d

2 − 1
)

+ P
(

d∑
i=2

Yi = d

2

))
, d even

(1− 2δ) dP
(

d∑
i=2

Yi = d− 1
2

)
, d odd

=


(1− 2δ) d2

((
d− 1
d
2 − 1

)
p
d
2−1(1− p)

d
2 +

(
d− 1
d
2

)
p
d
2 (1− p)

d
2−1

)
, d even

(1− 2δ) d
(
d− 1
d−1

2

)
p
d−1

2 (1− p)
d−1

2 , d odd

=


(1− 2δ) d4

(
d
d
2

)
(p(1− p))

d
2−1 , d even

(1− 2δ) d+ 1
2

(
d
d+1

2

)
(p(1− p))

d−1
2 , d odd

=


(1− 2δ) d4

(
d
d
2

)
((σ ∗ δ)(1− σ ∗ δ))

d
2−1 , d even

(1− 2δ) d+ 1
2

(
d
d+1

2

)
((σ ∗ δ)(1− σ ∗ δ))

d−1
2 , d odd

(5.44)

where the second equality follows from dp/dσ = 1 − 2δ and (5.42), the third equality
holds because h = majority is symmetric in its input bits, the fourth equality holds
because h = majority is non-decreasing, and the fifth equality follows from the definition
of the majority rule. Since p 7→ p(1− p) is increasing on

[
0, 1

2
]
and decreasing on

[1
2 , 1
]
,

and p = σ ∗ δ is linear in σ with derivative 1− 2δ > 0 such that p = 1
2 when σ = 1

2 , it
is straightforward to verify from (5.44) that g′ is positive on [0, 1], increasing on

[
0, 1

2
]
,

and decreasing on
[1

2 , 1
]
. As a result, g is increasing on [0, 1], convex on

[
0, 1

2
]
, and

concave on
[1

2 , 1
]
. Furthermore, the Lipschitz constant of g over [0, 1], or equivalently,

the maximum value of g′ over [0, 1] is:

D(δ, d) , max
σ∈[0,1]

g′(σ) = g′
(1

2

)
= (1− 2δ)

(1
2

)d−1 ⌈d
2

⌉(
d⌈
d
2
⌉) (5.45)

regardless of whether d is even or odd.
There are two regimes of interest when we consider the contraction properties and

fixed point structure of g. As defined in (5.17), let δmaj be the critical noise level such
that the Lipschitz constant g′

(1
2
)
is equal to 1.94 Then, in the δ ∈ (0, δmaj) regime, the

Lipschitz constant g′
(1

2
)
is greater than 1. Furthermore, since g

(1
2
)

= 1
2 and g(1− σ) =

1−g(σ) (which are straightforward to verify from (5.40)), the aforementioned properties
94We can also view δmaj as the critical value such that the d-input majority gate with independent

BSC(δ)’s at each input is an amplifier if and only if δ < δmaj. We refer readers to [253] for more informa-
tion about amplifiers, and in particular, the relationship between amplifiers and reliable computation.
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of g imply that g has three fixed points at σ = 1− σ̂, 1
2 , σ̂, where the largest fixed point

of g is some σ̂ ∈
(1

2 , 1
)
that depends on δ (e.g. σ̂ =

(
1 +

√
(1− 6δ)/(1− 2δ)3)/2 when

d = 3). In contrast, in the δ ∈
(
δmaj,

1
2
)
regime, the Lipschitz constant g′

(1
2
)
is less than

1, and the only fixed point of g is σ = 1
2 . (We also mention that when δ = δmaj, g has

only one fixed point at σ = 1
2 .)

Using these observations, we now prove Theorem 5.1.

Proof of Theorem 5.1. We begin by constructing a useful “monotone Markovian
coupling” that will help establish both achievability and converse directions (see [170,
Chapter 5] for basic definitions of Markovian couplings). Let {X+

k : k ∈ N ∪{0}} and
{X−k : k ∈ N ∪{0}} denote versions of the Markov chain {Xk : k ∈ N ∪{0}} (i.e.
with the same transition kernels) initialized at X+

0 = 1 and X−0 = 0, respectively. In
particular, the marginal distributions ofX+

k andX−k are P+
Xk

and P−Xk , respectively. The
monotone Markovian coupling {(X−k , X

+
k ) : k ∈ N ∪ {0}} between the Markov chains

{X+
k : k ∈ N ∪{0}} and {X−k : k ∈ N ∪{0}} is generated as follows. First, condition on

any random DAG realization G = G. Recall that each edge BSC(δ) of G either copies
its input bit with probability 1− 2δ, or produces an independent Bernoulli

(1
2
)
bit with

probability 2δ (as demonstrated in the proof of Proposition 5.2 in appendix D.3). Next,
couple {X+

k : k ∈ N∪{0}} and {X−k : k ∈ N∪{0}} so that along any edge BSC of G, say
(Xk,j , Xk+1,i), X+

k,j and X
−
k,j are either both copied with probability 1− 2δ, or a shared

independent Bernoulli
(1

2
)
bit is produced with probability 2δ that becomes the value of

both X+
k+1,i and X

−
k+1,i. In other words, {X+

k : k ∈ N ∪{0}} and {X−k : k ∈ N ∪{0}}
“run” on the same underlying DAG G and have common BSCs. Hence, after averaging
over all realizations of G, it is straightforward to verify that the Markovian coupling
{(X−k , X

+
k ) : k ∈ N ∪{0}} has the following properties:

1. The “marginal” Markov chains are {X+
k : k ∈ N ∪{0}} and {X−k : k ∈ N ∪{0}}.

2. For every k ∈ N ∪{0}, X+
k+1 is conditionally independent of X−k given X+

k , and
X−k+1 is conditionally independent of X+

k given X−k .

3. For every k ∈ N ∪{0} and every j ∈ [Lk], X+
k,j ≥ X−k,j almost surely—this is the

monotonicity property of the coupling.

In particular, the third property holds because 1 = X+
0,0 ≥ X

−
0,0 = 0 is true by assump-

tion, each edge BSC preserves monotonicity (whether it copies its input or generates
a new shared bit), and the majority processing functions are symmetric and monotone
non-decreasing. In the sequel, probabilities of events that depend on the coupled vertex
random variables {(X−k,j , X

+
k,j) : k ∈ N ∪{0}, j ∈ [Lk]} are defined with respect to

this Markovian coupling. Note that this coupling also induces a monotone Markovian
coupling {(σ+

k , σ
−
k ) : k ∈ N ∪{0}} between the Markov chains {σ+

k : k ∈ N ∪{0}} and
{σ−k : k ∈ N ∪{0}} (where {σ+

k : k ∈ N ∪{0}} and {σ−k : k ∈ N ∪{0}} denote versions
of the Markov chain {σk : k ∈ N ∪{0}} initialized at σ+

0 = 1 and σ−0 = 0, respectively)
such that:
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1. The “marginal” Markov chains are {σ+
k : k ∈ N ∪{0}} and {σ−k : k ∈ N ∪{0}}.

2. For every j > k ≥ 1, σ+
j is conditionally independent of σ−0 , . . . , σ

−
k , σ

+
0 , . . . , σ

+
k−1

given σ+
k , and σ−j is conditionally independent of σ+

0 , . . . , σ
+
k , σ

−
0 , . . . , σ

−
k−1 given

σ−k .

3. For every k ∈ N ∪{0}, σ+
k ≥ σ

−
k almost surely.

Part 1: We first prove that δ ∈ (0, δmaj) implies lim supk→∞ P(Ŝk 6= σ0) < 1
2 . To

this end, we start by showing that there exists ε = ε(δ, d) > 0 (that depends on δ and
d) such that:

∀k ∈ N, P
(
σ+
k ≥ σ̂ − ε

∣∣∣σ+
k−1 ≥ σ̂ − ε, Ak,j

)
≥ 1− exp

(
−2Lkγ(ε)2

)
(5.46)

where γ(ε) , g(σ̂− ε)− (σ̂− ε) > 0, and Ak,j with 0 ≤ j < k is the non-zero probability
event defined as:

Ak,j ,

{
{σ−j ≤ 1− σ̂ + ε} , 0 ≤ j = k − 1

{σ+
k−2 ≥ σ̂ − ε, . . . , σ

+
j ≥ σ̂ − ε} ∩ {σ

−
j ≤ 1− σ̂ + ε} , 0 ≤ j ≤ k − 2 .

Since g′(σ̂) < 1 and g(σ̂) = σ̂, g(σ̂− ε) > σ̂− ε for sufficiently small ε > 0. Fix any such
ε > 0 (which depends on δ and d because g depends on δ and d) such that γ(ε) > 0.
Recall that Lkσk ∼ binomial(Lk, g(σ)) given σk−1 = σ. This implies that for every k ∈ N
and every 0 ≤ j < k:

P
(
σ+
k < g

(
σ+
k−1

)
− γ(ε)

∣∣∣σ+
k−1 = σ,Ak,j

)
= P(σk < g(σk−1)− γ(ε)|σk−1 = σ)

≤ exp
(
−2Lkγ(ε)2

)
where the equality follows from property 2 of our Markovian coupling {(σ+

k , σ
−
k ) : k ∈

N∪{0}}, and the inequality follows from (5.41) and Hoeffding’s inequality (see Lemma
C.4 in appendix C.2). As a result, we have:∑
σ≥σ̂−ε

P
(
σ+
k < g

(
σ+
k−1

)
− γ(ε)

∣∣∣σ+
k−1 =σ,Ak,j

)
P
(
σ+
k−1 = σ

∣∣∣Ak,j)
≤ exp

(
−2Lkγ(ε)2

) ∑
σ≥σ̂−ε

P
(
σ+
k−1 = σ

∣∣∣Ak,j)
which implies that:

P
(
σ+
k < g

(
σ+
k−1

)
− γ(ε), σ+

k−1 ≥ σ̂ − ε
∣∣∣Ak,j) ≤ exp

(
−2Lkγ(ε)2

)
P
(
σ+
k−1 ≥ σ̂ − ε

∣∣∣Ak,j)
P
(
σ+
k < g

(
σ+
k−1

)
− γ(ε)

∣∣∣σ+
k−1 ≥ σ̂ − ε, Ak,j

)
≤ exp

(
−2Lkγ(ε)2

)
.
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Finally, notice that σ+
k < σ̂− ε = g(σ̂− ε)−γ(ε) implies that σ+

k < g(σ+
k−1)−γ(ε) when

σ+
k−1 ≥ σ̂ − ε (since g is non-decreasing and g(σ+

k−1) ≥ g(σ̂ − ε)). This produces:

P
(
σ+
k < σ̂ − ε

∣∣∣σ+
k−1 ≥ σ̂ − ε, Ak,j

)
≤ exp

(
−2Lkγ(ε)2

)
which in turn establishes (5.46).

Now fix any τ > 0, and choose a sufficiently large value K = K(ε, τ) ∈ N (that
depends on ε and τ) such that:

∞∑
m=K+1

exp
(
−2Lmγ(ε)2

)
≤ τ . (5.47)

Note that such K exists because
∑∞
m=1 1/m2 = π2/6 < +∞, and for all sufficiently

large m (depending on δ and d), we have:

exp
(
−2Lmγ(ε)2

)
≤ 1
m2 ⇔ Lm ≥

log(m)
γ(ε)2 . (5.48)

In (5.48), we use the assumption that Lm ≥ C(δ, d) log(m) for all sufficiently large m
(depending on δ and d), where we define the constant C(δ, d) as:

C(δ, d) , 1
γ(ε(δ, d))2 > 0 . (5.49)

Using the continuity of probability measures, observe that:

P

 ⋂
k>K

{
σ+
k ≥ σ̂ − ε

} ∣∣∣∣∣∣σ+
K ≥ σ̂ − ε, σ

−
K ≤ 1− σ̂ + ε


=
∏
k>K

P
(
σ+
k ≥ σ̂ − ε

∣∣∣σ+
k−1 ≥ σ̂ − ε, Ak,K

)
≥
∏
k>K

1− exp
(
−2Lkγ(ε)2

)
≥ 1−

∑
k>K

exp
(
−2Lkγ(ε)2

)
≥ 1− τ

where the first inequality follows from (5.46), the second inequality is straightforward
to establish using induction, and the final inequality follows from (5.47). Therefore, we
have for any k > K:

P
(
σ+
k ≥ σ̂ − ε

∣∣∣σ+
K ≥ σ̂ − ε, σ

−
K ≤ 1− σ̂ + ε

)
≥ 1− τ . (5.50)

Likewise, we can also prove mutatis mutandis that for any k > K:

P
(
σ−k ≤ 1− σ̂ + ε

∣∣∣σ+
K ≥ σ̂ − ε, σ

−
K ≤ 1− σ̂ + ε

)
≥ 1− τ (5.51)
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where the choices of ε, τ , and K in (5.51) are the same as those in (5.50) without loss
of generality.

We need to show that lim supk→∞ P(Ŝk 6= σ0) < 1
2 , or equivalently, that there exists

λ > 0 such that for all sufficiently large k ∈ N:

P
(
Ŝk 6= σ0

)
= 1

2P
(
Ŝk 6= σ0

∣∣∣σ0 = 1
)

+ 1
2P
(
Ŝk 6= σ0

∣∣∣σ0 = 0
)
≤ 1− λ

2
⇔ P

(
σk <

1
2

∣∣∣∣σ0 = 1
)

+ P
(
σk ≥

1
2

∣∣∣∣σ0 = 0
)
≤ 1− λ

⇔ P
(
σ+
k ≥

1
2

)
− P

(
σ−k ≥

1
2

)
≥ λ .

To this end, let E = {σ+
K ≥ σ̂ − ε, σ

−
K ≤ 1− σ̂ + ε}, and observe that for all k > K:

P
(
σ+
k ≥

1
2

)
− P

(
σ−k ≥

1
2

)
= E

[
1

{
σ+
k ≥

1
2

}
− 1

{
σ−k ≥

1
2

}]
≥ E

[(
1

{
σ+
k ≥

1
2

}
− 1

{
σ−k ≥

1
2

})
1{E}

]
= E

[
1

{
σ+
k ≥

1
2

}
− 1

{
σ−k ≥

1
2

}∣∣∣∣E]P(E)

=
(
P
(
σ+
k ≥

1
2

∣∣∣∣E)− P
(
σ−k ≥

1
2

∣∣∣∣E))P(E)

≥
(
P
(
σ+
k ≥ σ̂ − ε

∣∣∣E)− P
(
σ−k > 1− σ̂ + ε

∣∣∣E))P(E)

≥ (1− 2τ)P(E) , λ > 0

where the first inequality holds because 1
{
σ+
k ≥

1
2
}
−1

{
σ−k ≥

1
2
}
≥ 0 almost surely due

to the monotonicity (property 3) of the Markovian coupling {(σ+
k , σ

−
k ) : k ∈ N ∪{0}},

the second inequality holds because 1 − σ̂ + ε < 1
2 < σ̂ − ε (since ε > 0 is small), and

the final inequality follows from (5.50) and (5.51). This completes the proof for the
δ ∈ (0, δmaj) regime.

Part 2:We next prove that δ ∈
(
δmaj,

1
2
)
implies (5.7). First, notice that conditioned

on any realization of the random DAG G, we have X+
k,j ≥ X

−
k,j almost surely for every

k ∈ N ∪{0} and j ∈ [Lk] (by construction of our coupling). Hence, conditioned on G,
we obtain: ∥∥∥P+

Xk|G − P
−
Xk|G

∥∥∥
TV
≤ P

(
X+
k 6= X−k

∣∣∣G)
= P

(
∃j ∈ [Lk], X+

k,j 6= X−k,j

∣∣∣G)
≤

Lk−1∑
j=0

P
(
X+
k,j 6= X−k,j

∣∣∣G)

= E

Lk−1∑
j=0

X+
k,j −X

−
k,j

∣∣∣∣∣∣G

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= Lk E
[
σ+
k − σ

−
k

∣∣∣G]
where the first inequality follows from Dobrushin’s maximal coupling representation of
TV distance (see (2.6) in chapter 2), the third inequality follows from the union bound,
and the fourth equality holds because P(X+

k,j 6= X−k,j |G) = P(X+
k,j − X

−
k,j = 1|G) =

E[X+
k,j − X

−
k,j |G] due to the monotonicity of our coupling. Then, taking expectations

with respect to G yields:

E
[∥∥∥P+

Xk|G − P
−
Xk|G

∥∥∥
TV

]
≤ Lk E

[
σ+
k − σ

−
k

]
. (5.52)

We can bound E[σ+
k − σ

−
k ] as follows. Firstly, we use the Lipschitz continuity of g

(with Lipschitz constant D(δ, d)) and the monotonicity of our coupling to get:

0 ≤ E
[
σ+
k − σ

−
k

∣∣∣σ+
k−1, σ

−
k−1

]
= g

(
σ+
k−1

)
− g

(
σ−k−1

)
≤ D(δ, d)

(
σ+
k−1 − σ

−
k−1

)
.

Then, we can take expectations with respect to (σ+
k−1, σ

−
k−1) on both sides of this in-

equality (and use the tower property on the left hand side) to obtain:

0 ≤ E
[
σ+
k − σ

−
k

]
≤ D(δ, d)E

[
σ+
k−1 − σ

−
k−1

]
.

Therefore, we recursively have:

0 ≤ E
[
σ+
k − σ

−
k

]
≤ D(δ, d)k

where we use the fact that E[σ+
0 − σ

−
0 ] = 1. Using (5.52) with this bound, we get:

E
[∥∥∥P+

Xk|G − P
−
Xk|G

∥∥∥
TV

]
≤ LkD(δ, d)k

where letting k →∞ yields:

lim
k→∞

E
[∥∥∥P+

Xk|G − P
−
Xk|G

∥∥∥
TV

]
= 0 (5.53)

because Lk = o
(
D(δ, d)−k

)
by assumption. (It is worth mentioning that although Lk =

o
(
D(δ, d)−k

)
in this regime, it can diverge to infinity because the Lipschitz constant

D(δ, d) < 1.)
Finally, observe that ‖P+

Xk|G − P
−
Xk|G‖TV ∈ [0, 1] forms a non-increasing sequence

in k for every realization of the random DAG G (since {Xk : k ∈ N ∪ {0}} forms
a Markov chain given G, and the data processing inequality for TV distance yields
the desired monotonicity). Hence, the pointwise limit (over realizations of G) random
variable, limk→∞ ‖P+

Xk|G − P
−
Xk|G‖TV ∈ [0, 1], has mean:

E
[

lim
k→∞

∥∥∥P+
Xk|G − P

−
Xk|G

∥∥∥
TV

]
= 0
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due to (5.53) and the bounded convergence theorem. Since a non-negative random
variable that has zero mean must be equal to zero almost surely, we have (5.7):

lim
k→∞

∥∥∥P+
Xk|G − P

−
Xk|G

∥∥∥
TV

= 0 G-a.s.

This completes the proof. �

Finally, the next proposition portrays that the Markov chain {σk : k ∈ N ∪{0}}
converges almost surely when δ ∈

(
δmaj,

1
2
)
, Lk = ω(log(k)), and all processing functions

are majority.

Proposition 5.5 (Majority Random DAG Model Almost Sure Convergence).
If δ ∈

(
δmaj,

1
2
)
and Lk = ω(log(k)), then limk→∞ σk = 1

2 almost surely.

Proposition 5.5 is proved in appendix D.5. It can be construed as a “weak” impos-
sibility result since it demonstrates that the average number of 1’s tends to 1

2 in the
δ ∈

(
δmaj,

1
2
)
regime regardless of the initial state of the Markov chain {σk : k ∈ N∪{0}}.

� 5.6 Analysis of AND-OR Rule Processing in Random DAG Model

In this section, we prove Theorem 5.2. As before, we begin by making some pertinent
observations. Recall that we have a random DAG model with d = 2, and all Boolean
functions at even levels are the AND rule, and all Boolean functions at odd levels are
the OR rule, i.e. fk(x1, x2) = x1 ∧ x2 for every k ∈ 2N, and fk(x1, x2) = x1 ∨ x2 for
every k ∈ N\2N. Suppose we are given that σk−1 = σ for any k ∈ N. Then, for every
j ∈ [Lk]:

Xk,j =
{

Bernoulli(σ ∗ δ) ∧ Bernoulli(σ ∗ δ) , k even
Bernoulli(σ ∗ δ) ∨ Bernoulli(σ ∗ δ) , k odd (5.54)

for two i.i.d. Bernoulli random variables. Since we have:

P(Xk,j = 1|σk−1 = σ) =
{

(σ ∗ δ)2 , k even
1− (1− σ ∗ δ)2 , k odd (5.55)

= E[σk|σk−1 = σ] , (5.56)

Xk,j are i.i.d. Bernoulli(gk (mod 2)(σ)) for j ∈ [Lk], and Lkσk ∼ binomial(Lk, gk (mod 2)(σ)),
where we define g0 : [0, 1]→ [0, 1] and g1 : [0, 1]→ [0, 1] as:

g0(σ) , (σ ∗ δ)2 , (5.57)
g1(σ) , 1− (1− σ ∗ δ)2 = 2(σ ∗ δ)− (σ ∗ δ)2 . (5.58)

The derivatives of g0 and g1 are:

g′0(σ) = 2(1− 2δ)(σ ∗ δ) ≥ 0 , (5.59)
g′1(σ) = 2(1− 2δ)(1− σ ∗ δ) ≥ 0 . (5.60)
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Consider the composition of g0 and g1, g , g0 ◦ g1 : [0, 1]→ [0, 1], given by:

g(σ) =
((

2(σ ∗ δ)− (σ ∗ δ)2
)
∗ δ
)2

(5.61)

which has derivative g′ : [0, 1]→ R given by:

g′(σ) = g′0(g1(σ))g′1(σ)
= 4(1− 2δ)2(g1(σ) ∗ δ)(1− σ ∗ δ) ≥ 0 . (5.62)

This derivative is a cubic function of σ with maximum value:

D(δ) , max
σ∈[0,1]

g′(σ) =

 g′
(

1−δ
1−2δ −

√
1−δ

3(1−2δ)3

)
, δ ∈

(
0, 9−

√
33

12

]
g′(0) , δ ∈

(
9−
√

33
12 , 1

2

) (5.63)

=


(

4(1−δ)(1−2δ)
3

) 3
2 , δ ∈

(
0, 9−

√
33

12

]
4δ(1− δ)2(1− 2δ)2(3− 2δ) < 1 , δ ∈

(
9−
√

33
12 , 1

2

) (5.64)

which follows from standard calculus and algebraic manipulations, and Wolfram Math-
ematica computations. Hence, D(δ) in (5.64) is the Lipschitz constant of g over [0, 1].
Since 4(1 − δ)(1 − 2δ)/3 ∈ (0, 1) ⇔ δ ∈ ((3 −

√
7)/4, (9 −

√
33)/12], D(δ) < 1 if and

only if δ ∈ ((3−
√

7)/4, 1/2). Moreover, D(δ) > 1 if and only if δ ∈ (0, (3−
√

7)/4) (and
D(δ) = 1 when δ = (3−

√
7)/4).

We next summarize the fixed point structure of g. Solving the equation g(σ) = σ in
Wolfram Mathematica produces:

σ = 1− 6δ + 4δ2 ±
√

1− 12δ + 8δ2

2(1− 2δ)2 ,
3− 6δ + 4δ2 ±

√
5− 12δ + 8δ2

2(1− 2δ)2 (5.65)

where the first pair is real when δ ∈ [0, (3−
√

7)/4], and the second pair is always real.
From these solutions, it is straightforward to verify that the only fixed points of g in
the interval [0, 1] are:

t0 ,
2(1− δ)(1− 2δ)− 1−

√
4(1− δ)(1− 2δ)− 3

2(1− 2δ)2 (5.66)

t1 ,
2(1− δ)(1− 2δ)− 1 +

√
4(1− δ)(1− 2δ)− 3

2(1− 2δ)2 (5.67)

t ,
2(1− δ)(1− 2δ) + 1−

√
4(1− δ)(1− 2δ) + 1

2(1− 2δ)2 (5.68)

where t0 and t1 are valid when δ ∈ (0, (3−
√

7)/4]. These fixed points satisfy t0 = t1 = t
when δ = (3−

√
7)/4, and t0 = 0, t1 = 1 when δ = 0. Furthermore, observe that:

t1 − t =
√
a+
√
a+ 4− 2

2(1− 2δ)2 > 0 and t− t0 =
√
a−
√
a+ 4 + 2

2(1− 2δ)2 > 0 (5.69)
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where a = 4(1− δ)(1− 2δ)− 3 > 0 for δ ∈ (0, (3−
√

7)/4), t1 − t > 0 because x 7→
√
x

is strictly increasing (⇒
√
a +
√
a+ 4 > 2), and t− t0 > 0 because x 7→

√
x is strictly

subadditive (⇒
√
a+2 >

√
a+ 4). Hence, 0 < t0 < t < t1 < 1 when δ ∈ (0, (3−

√
7)/4).

Therefore, there are again two regimes of interest. Define the critical threshold
δandor ,

3−
√

7
4 . In the regime δ ∈ (0, δandor), g has three fixed points 0 < t0 < t < t1 < 1,

and D(δ) > 1. In contrast, in the regime δ ∈
(
δandor,

1
2
)
, g has only one fixed point at

t ∈ (0, 1), and D(δ) < 1.
We now prove Theorem 5.2. (The proof closely resembles the proof of Theorem 5.1

in section 5.5.)

Proof of Theorem 5.2. As in the proof of Theorem 5.1, we begin by constructing a
monotone Markovian coupling {(X−k , X

+
k ) : k ∈ N ∪{0}} between the Markov chains

{X+
k : k ∈ N ∪{0}} and {X−k : k ∈ N ∪{0}} (which are versions of the Markov chain

{Xk : k ∈ N ∪{0}} initialized at X+
0 = 1 and X−0 = 0, respectively), and this coupling

induces a monotone Markovian coupling {(σ+
k , σ

−
k ) : k ∈ N ∪{0}} between the Markov

chains {σ+
k : k ∈ N ∪{0}} and {σ−k : k ∈ N ∪{0}} (which are versions of the Markov

chain {σk : k ∈ N∪{0}} initialized at σ+
0 = 1 and σ−0 = 0, respectively). This monotone

Markovian coupling satisfies the following properties:
1. The “marginal” Markov chains are {X+

k : k ∈ N ∪{0}} and {X−k : k ∈ N ∪{0}}.

2. For every k ∈ N ∪{0}, X+
k+1 is conditionally independent of X−k given X+

k , and
X−k+1 is conditionally independent of X+

k given X−k .

3. For every j > k ≥ 1, σ+
j is conditionally independent of σ−0 , . . . , σ

−
k , σ

+
0 , . . . , σ

+
k−1

given σ+
k , and σ−j is conditionally independent of σ+

0 , . . . , σ
+
k , σ

−
0 , . . . , σ

−
k−1 given

σ−k .

4. For every k ∈ N ∪{0} and every j ∈ [Lk], X+
k,j ≥ X

−
k,j almost surely.

5. Due to the previous property, σ+
k ≥ σ

−
k almost surely for every k ∈ N ∪{0}.

As before, the fourth property above holds because 1 = X+
0,0 ≥ X−0,0 = 0 is true by

assumption, each edge BSC preserves monotonicity, and the AND and OR processing
functions are symmetric and monotone non-decreasing.

Part 1: We first prove that δ ∈ (0, δandor) implies lim supk→∞ P(T̂2k 6= σ0) < 1
2 . To

this end, we start by establishing that there exists ε = ε(δ) > 0 (that depends on δ)
such that:

∀k ∈ N, P
(
σ+

2k ≥ t1 − ε
∣∣∣σ+

2k−2 ≥ t1 − ε, Ak,j
)
≥ 1− 4 exp

(
− L̂kγ(ε)2

8

)
(5.70)

where L̂k , min{L2k, L2k−1} for k ∈ N, γ(ε) , g(t1 − ε)− (t1 − ε) > 0, and Ak,j is the
non-zero probability event defined as:

Ak,j,

{
{σ−2j ≤ t0 + ε} , 0 ≤ j = k − 1

{σ+
2k−4 ≥ t1 − ε, σ

+
2k−6 ≥ t1 − ε, . . . , σ

+
2j ≥ t1 − ε}∩{σ

−
2j ≤ t0 + ε}, 0 ≤ j ≤ k − 2

232



Sec. 5.6. Analysis of AND-OR Rule Processing in Random DAG Model

where 0 ≤ j < k. Since g′(t1) = 4δ(3 − 2δ) < 1 and g(t1) = t1, g(t1 − ε) > t1 − ε for
sufficiently small ε > 0. Fix any such ε > 0 (which depends on δ because g depends on
δ) such that γ(ε) > 0. Observe that for every k ∈ N and ξ > 0, we have:

P(|σ2k − g(σ2k−2)| > ξ|σ2k−2 = σ)
≤ P(|σ2k − g0(σ2k−1)|+ |g0(σ2k−1)− g0(g1(σ2k−2))| > ξ|σ2k−2 = σ)
≤ P(|σ2k − g0(σ2k−1)|+ 2(1− δ)(1− 2δ)|σ2k−1 − g1(σ2k−2)| > ξ|σ2k−2 = σ)

≤ P
({
|σ2k − g0(σ2k−1)| > ξ

2

}
∪
{

2(1− δ)(1− 2δ)|σ2k−1 − g1(σ2k−2)| > ξ

2

}∣∣∣∣σ2k−2 = σ

)
≤ P

(
|σ2k − g0(σ2k−1)| > ξ

2

∣∣∣∣σ2k−2 = σ

)
+ P

(
|σ2k−1 − g1(σ2k−2)| > ξ

4(1− δ)(1− 2δ)

∣∣∣∣σ2k−2 = σ

)
≤ E

[
P
(
|σ2k − g0(σ2k−1)| > ξ

2

∣∣∣∣σ2k−1

)∣∣∣∣σ2k−2 = σ

]
+ 2 exp

(
− L2k−1ξ

2

8(1− δ)2(1− 2δ)2

)

≤ 2 exp
(
−L2kξ

2

2

)
+ 2 exp

(
− L2k−1ξ

2

8(1− δ)2(1− 2δ)2

)

≤ 4 exp
(
− L̂kξ

2

8

)
(5.71)

where the first inequality follows from the triangle inequality and the fact that g =
g0 ◦ g1, the second inequality holds because the Lipschitz constant of g0 on [0, 1] is
maxσ∈[0,1] g

′
0(σ) = g′0(1) = 2(1 − δ)(1 − 2δ) using (5.59), the fourth inequality follows

from the union bound, the fifth and sixth inequalities follow from the Markov property,
Hoeffding’s inequality (see Lemma C.4 in appendix C.2), and the fact that Lkσk ∼
binomial(Lk, gk (mod 2)(σ)) given σk−1 = σ, and the final inequality holds because (1 −
δ)2(1− 2δ)2 ≤ 1. Hence, for any k ∈ N and any 0 ≤ j < k, we have:

P
(
σ+

2k < g
(
σ+

2k−2

)
− γ(ε)

∣∣∣σ+
2k−2 = σ,Ak,j

)
= P(σ2k < g(σ2k−2)− γ(ε) |σ2k−2 = σ)

≤ P(|σ2k − g(σ2k−2)| > γ(ε)|σ2k−2 = σ)

≤ 4 exp
(
− L̂kγ(ε)2

8

)

where the first equality follows from property 3 of the Markovian coupling, and the final
inequality follows from (5.71). As shown in the proof of Theorem 5.1, this produces:

P
(
σ+

2k < g
(
σ+

2k−2

)
− γ(ε)

∣∣∣σ+
2k−2 ≥ t1 − ε, Ak,j

)
≤ 4 exp

(
− L̂kγ(ε)2

8

)

P
(
σ+

2k < t1 − ε
∣∣∣σ+

2k−2 ≥ t1 − ε, Ak,j
)
≤ 4 exp

(
− L̂kγ(ε)2

8

)
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where the second inequality follows from the first because σ+
2k < t1− ε = g(t1− ε)−γ(ε)

implies that σ+
2k < g(σ+

2k−2)− γ(ε) when σ+
2k−2 ≥ t1 − ε (since g is non-decreasing and

g(σ+
2k−2) ≥ g(t1 − ε)). This proves (5.70).
Now fix any τ > 0, and choose a sufficiently large even integer K = K(ε, τ) ∈ 2N

(that depends on ε and τ) such that:

4
∞∑

m=K
2 +1

exp
(
− L̂mγ(ε)2

8

)
≤ τ . (5.72)

Note that such K exists because
∑∞
m=1 1/(2m− 1)2 ≤ 1 +

∑∞
m=2 1/(2m− 2)2 = 1 +

(π2/24) < +∞, and for sufficiently large m (depending on δ), we have:

exp
(
− L̂mγ(ε)2

8

)
≤ 1

(2m− 1)2 ⇔ L̂m ≥
16 log(2m− 1)

γ(ε)2 . (5.73)

As before, in (5.73), we use the assumption that Lm ≥ C(δ) log(m) for all sufficiently
large m (depending on δ), where we define the constant C(δ) as:

C(δ) , 16
γ(ε(δ))2 > 0 . (5.74)

Using the continuity of probability measures, observe that:

P

 ⋂
k>K

2

{
σ+

2k ≥ t1 − ε
} ∣∣∣∣∣∣∣σ+

K ≥ t1 − ε, σ
−
K ≤ t0 + ε


=
∏
k>K

2

P
(
σ+

2k ≥ t1 − ε
∣∣∣σ+

2k−2 ≥ t1 − ε, Ak,K2
)

≥
∏
k>K

2

1− 4 exp
(
− L̂kγ(ε)2

8

)

≥ 1− 4
∑
k>K

2

exp
(
− L̂kγ(ε)2

8

)

≥ 1− τ

where the first inequality follows from (5.70), and the final inequality follows from
(5.72). Therefore, we have for any k > K

2 :

P
(
σ+

2k ≥ t1 − ε
∣∣∣σ+

K ≥ t1 − ε, σ
−
K ≤ t0 + ε

)
≥ 1− τ . (5.75)

Likewise, we can also prove mutatis mutandis that for any k > K
2 :

P
(
σ−2k ≤ t0 + ε

∣∣∣σ+
K ≥ t1 − ε, σ

−
K ≤ t0 + ε

)
≥ 1− τ (5.76)
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where ε, τ , and K in (5.76) can be chosen to be the same as those in (5.75) without
loss of generality.

Finally, we let E = {σ+
K ≥ t1 − ε, σ

−
K ≤ t0 + ε}, and observe that for all k > K

2 :

P
(
σ+

2k ≥ t
)
− P

(
σ−2k ≥ t

)
≥ E

[(
1

{
σ+

2k ≥ t
}
− 1

{
σ−2k ≥ t

})
1{E}

]
=
(
P
(
σ+

2k ≥ t
∣∣∣E)− P

(
σ−2k ≥ t

∣∣∣E))P(E)

≥
(
P
(
σ+

2k ≥ t1 − ε
∣∣∣E)− P

(
σ−2k > t0 + ε

∣∣∣E))P(E)

≥ (1− 2τ)P(E) > 0

where the first inequality holds because 1{σ+
2k ≥ t} − 1{σ−2k ≥ t} ≥ 0 a.s. due to

the monotonicity (property 5) of our Markovian coupling, the second inequality holds
because t0 + ε < t < t1 − ε (since ε > 0 is small), and the final inequality follows
from (5.75) and (5.76). As argued in the proof of Theorem 5.1, this illustrates that
lim supk→∞ P(T̂2k 6= σ0) < 1

2 .
Part 2: We next prove that δ ∈

(
δandor,

1
2
)
implies:

lim
k→∞

∥∥∥P+
X2k|G − P

−
X2k|G

∥∥∥
TV

= 0 G-a.s. (5.77)

Following the proof of Theorem 5.1, we can show that:

E
[∥∥∥P+

X2k|G − P
−
X2k|G

∥∥∥
TV

]
≤ L2k E

[
σ+

2k − σ
−
2k

]
. (5.78)

In order to bound E[σ+
2k − σ

−
2k], we proceed as follows. Firstly, for any k ∈ N, we have:

E
[
σ+

2k − σ
−
2k

∣∣∣σ+
2k−2, σ

−
2k−2

]
= E

[
E
[
σ+

2k − σ
−
2k

∣∣∣σ+
2k−1, σ

−
2k−1

]∣∣∣σ+
2k−2, σ

−
2k−2

]
= E

[
g0
(
σ+

2k−1

)
− g0

(
σ−2k−1

)∣∣∣σ+
2k−2, σ

−
2k−2

]
(5.79)

where the first equality follows from the tower and Markov properties, and the second
equality holds because L2kσ2k ∼ binomial(L2k, g0(σ)) given σ2k−1 = σ. Then, recalling
that g0(σ) = (σ ∗ δ)2 = (1− 2δ)2σ2 + 2δ(1− 2δ)σ + δ2, we can compute:

E
[
g0
(
σ+

2k−1

)∣∣∣σ+
2k−2, σ

−
2k−2

]
= E

[
g0
(
σ+

2k−1

)∣∣∣σ+
2k−2

]
= E

[
(1− 2δ)2σ+ 2

2k−1 + 2δ(1− 2δ)σ+
2k−1 + δ2

∣∣∣σ+
2k−2

]
= (1− 2δ)2

(
VAR

(
σ+

2k−1

∣∣∣σ+
2k−2

)
+ E

[
σ+

2k−1

∣∣∣σ+
2k−2

]2)
+ 2δ(1− 2δ)E

[
σ+

2k−1

∣∣∣σ+
2k−2

]
+ δ2

= (1− 2δ)2g1
(
σ+

2k−2

)2
+ 2δ(1− 2δ)g1

(
σ+

2k−2

)
+ δ2

+ (1− 2δ)2
g1
(
σ+

2k−2

)(
1− g1

(
σ+

2k−2

))
L2k−1
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= g
(
σ+

2k−2

)
+ (1− 2δ)2

g1
(
σ+

2k−2

)(
1− g1

(
σ+

2k−2

))
L2k−1

(5.80)

where the first equality uses property 3 of the monotone Markovian coupling, and the
fourth equality uses the fact that L2k−1σ2k−1 ∼ binomial(L2k−1, g1(σ)) given σ2k−2 = σ.
Using (5.79) and (5.80), we get:

E
[
σ+

2k − σ
−
2k

∣∣∣σ+
2k−2, σ

−
2k−2

]
= g

(
σ+

2k−2

)
− g

(
σ−2k−2

)
+ (1− 2δ)2

g1
(
σ+

2k−2

)(
1− g1

(
σ+

2k−2

))
− g1

(
σ−2k−2

)(
1− g1

(
σ−2k−2

))
L2k−1


= g

(
σ+

2k−2

)
− g

(
σ−2k−2

)

+ (1− 2δ)2

g1
(
σ+

2k−2

)
− g1

(
σ−2k−2

)
−
(
g1
(
σ+

2k−2

)2
− g1

(
σ−2k−2

)2
)

L2k−1


≤ g

(
σ+

2k−2

)
− g

(
σ−2k−2

)
+ (1− 2δ)2

g1
(
σ+

2k−2

)
− g1

(
σ−2k−2

)
L2k−1


≤
(
D(δ) + 2(1− δ)(1− 2δ)3

L2k−1

)(
σ+

2k−2 − σ
−
2k−2

)
≤
(
D(δ) + 2

L2k−1

)(
σ+

2k−2 − σ
−
2k−2

)
(5.81)

where the first inequality holds because g1(σ+
2k−2)2 − g1(σ−2k−2)2 ≥ 0 a.s. (since g1 is

non-negative and non-decreasing by (5.60), and σ+
2k−2 ≥ σ−2k−2 a.s. by property 5 of

the monotone Markovian coupling), the second inequality holds because σ+
2k−2 ≥ σ

−
2k−2

a.s. and g and g1 have Lipschitz constants D(δ) and maxσ∈[0,1] g
′
1(σ) = 2(1− δ)(1− 2δ)

respectively, and the final inequality holds because (1− δ)(1−2δ)3 ≤ 1. Then, as in the
proof of Theorem 5.1, we can take expectations in (5.81) to obtain:

0 ≤ E
[
σ+

2k − σ
−
2k

]
≤
(
D(δ) + 2

L2k−1

)
E
[
σ+

2k−2 − σ
−
2k−2

]
which recursively produces:

0 ≤ E
[
σ+

2k − σ
−
2k

]
≤

k∏
i=1

(
D(δ) + 2

L2i−1

)

where we use the fact that E[σ+
0 − σ

−
0 ] = 1.
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Next, using (5.78) with this bound, we get:

E
[∥∥∥P+

X2k|G − P
−
X2k|G

∥∥∥
TV

]
≤ L2k

k∏
i=1

(
D(δ) + 2

L2i−1

)
. (5.82)

Recall that Lk = o
(
E(δ)−

k
2
)
and lim infk→∞ Lk > 2

E(δ)−D(δ) for some E(δ) ∈ (D(δ), 1)
(that depends on δ). Hence, there exists K = K(δ) ∈ N (that depends on δ) such that
for all i > K, L2i−1 ≥ 2

E(δ)−D(δ) . This means that we can further upper bound (5.82)
as follows:

∀k > K, E
[∥∥∥P+

X2k|G − P
−
X2k|G

∥∥∥
TV

]
≤ L2k E(δ)k−K

K∏
i=1

(
D(δ) + 2

L2i−1

)
and letting k →∞ produces:

lim
k→∞

E
[∥∥∥P+

X2k|G − P
−
X2k|G

∥∥∥
TV

]
= 0 . (5.83)

Finally, as in the proof of Theorem 5.1, ‖P+
X2k|G − P

−
X2k|G‖TV ∈ [0, 1] forms a non-

increasing sequence in k for every realization of the random DAG G, and the pointwise
limit random variable, limk→∞ ‖P+

X2k|G − P
−
X2k|G‖TV ∈ [0, 1], has mean:

E
[

lim
k→∞

∥∥∥P+
X2k|G − P

−
X2k|G

∥∥∥
TV

]
= 0

due to (5.83) and the bounded convergence theorem. Therefore, we must have (5.77).
Moreover, since ‖P+

Xk|G − P
−
Xk|G‖TV ∈ [0, 1] forms a non-increasing sequence in k, we

have:
lim
k→∞

∥∥∥P+
Xk|G − P

−
Xk|G

∥∥∥
TV

= lim
k→∞

∥∥∥P+
X2k|G − P

−
X2k|G

∥∥∥
TV

for every realization of the random DAG G. Hence, we obtain (5.7), which completes
the proof. �

We remark that when δ ∈
(
δandor,

1
2
)
and the condition lim infk→∞ Lk > 2

E(δ)−D(δ)
cannot be satisfied by any E(δ), if Lk satisfies the condition of Proposition 5.2 (in
subsection 5.4.4), then part 2 of Proposition 5.2 still yields the desired converse result.
Finally, the next proposition demonstrates that the Markov chain {σ2k : k ∈ N ∪{0}}
converges almost surely when δ ∈

(
δandor,

1
2
)
, Lk = ω(log(k)), all processing functions

at even levels are the AND rule, and all processing functions at odd levels are the OR
rule.

Proposition 5.6 (AND-OR Random DAGModel Almost Sure Convergence).
If δ ∈

(
δandor,

1
2
)
and Lk = ω(log(k)), then limk→∞ σ2k = t almost surely.

Proposition 5.6 is proved in appendix D.6, and much like Proposition 5.5, it can
also be construed as a “weak” impossibility result.
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� 5.7 Deterministic Quasi-Polynomial Time and Randomized Polylogarith-
mic Time Constructions of DAGs where Broadcasting is Possible

In this section, we prove Theorem 5.3 by constructing deterministic bounded degree
DAGs with Lk = Θ(log(k)) where broadcasting is possible. As mentioned in subsection
5.4.2, our construction is based on d-regular bipartite lossless (d−6/5, d−2d4/5)-expander
graphs. So, we first verify that such graphs actually exist. Recall that we represent a
d-regular bipartite graph as B = (U, V,E), where U and V are disjoint sets of vertices
and E is the set of undirected edges. The next proposition is a specialization of [256,
Proposition 1, Appendix II] which illustrates that randomly generated regular bipartite
graphs are good expanders with high probability.

Proposition 5.7 (Random Expander Graph [226, Lemma 1], [256, Proposi-
tion 1, Appendix II]). Fix any fraction α ∈ (0, 1) and any degree d ∈ N. Then,
for every sufficiently large n (depending on α and d), the randomly generated d-regular
bipartite graph B = (U, V,E) with |U | = |V | = n satisfies:

P
(
∀S ⊆ U with |S| = αn, |Γ(S)| ≥ n

(
1− (1− α)d −

√
2dαH(α)

))
> 1−

(
n

nα

)
exp(−nH(α))

≥ 1− e

2π
√
α(1− α)n

where H(α) , −α log(α)− (1−α) log(1− α) for α ∈ (0, 1) denotes the binary Shannon
entropy function.

We note that the probability measure P in Proposition 5.7 is defined by the random
d-regular bipartite graph B, whose vertices U and V are fixed and edges E are random.
In particular, B is generated as follows (cf. configuration model in [32, Section 2.4]):

1. Fix a complete bipartite graph B̂ = (Û , V̂ , Ê) such that |Û | = |V̂ | = dn.

2. Randomly and uniformly select a perfect matching M ⊆ Ê in B̂.

3. Group sets of d consecutive vertices in Û , respectively V̂ , to generate a set of n
super-vertices U , respectively V .

4. This yields a random d-regular bipartite graph B = (U, V,E), where every edge in
E is an edge between super-vertices in M.

Note that we allow for the possibility that two vertices in B have multiple edges between
them. The first inequality in Proposition 5.7 is proved in [256, Appendix II]. On the
other hand, the second inequality in Proposition 5.7 is a straightforward consequence
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of estimating the binomial coefficient using precise Stirling’s formula bounds, cf. [89,
Chapter II, Section 9, Equation (9.15)]:

∀n ∈ N,
√

2πn
(
n

e

)n
≤ n! ≤ e

√
n

(
n

e

)n
. (5.84)

The second inequality portrays that the probability in Proposition 5.7 tends to 1 as
n → ∞. Moreover, strictly speaking, αn must be an integer, but we will neglect this
detail throughout our exposition for simplicity (as in subsection 5.4.2). We next use this
proposition to establish the existence of pertinent regular bipartite lossless expander
graphs.

Corollary 5.2 (Lossless Expander Graph). Fix any ε ∈ (0, 1) and any degree
d ≥

(2
ε

)5. Then, for every sufficient large n (depending on d), the randomly generated
d-regular bipartite graph B = (U, V,E) with |U | = |V | = n satisfies:

P
(
∀S ⊆ U with |S| = n

d6/5 , |Γ(S)| ≥ (1− ε)d|S|
)
> 1− e

2π
√
d−6/5(1− d−6/5)n .

Hence, for every sufficient large n (depending on d), there exists a d-regular bipartite
lossless (d−6/5, (1− ε)d)-expander graph B = (U, V,E) with |U | = |V | = n such that for
every subset of vertices S ⊆ U , we have:

|S| = n

d6/5 ⇒ |Γ(S)| ≥ (1− ε)d|S| = (1− ε) n

d1/5 .

Corollary 5.2 is proved in appendix D.7. We remark that explicit constructions of
bipartite lossless expander graphs B where only the vertices in U are d-regular can be
found in the literature, cf. [39], but we require the vertices in V to be d-regular in our
construction.

As we discussed in subsection 5.4.2, d-regular bipartite lossless expander graphs can
be concatenated to produce a DAG where broadcasting is possible. To formally estab-
lish this, we first argue that a single d-regular bipartite lossless expander graph, when
perceived as two successive layers of a deterministic DAG, exhibits a “one-step broad-
casting” property. Fix any crossover probability δ ∈

(
0, 1

2
)
, and choose any sufficiently

large odd degree d = d(δ) (that depends on δ) such that (5.27) (reproduced below)
holds:

8
d1/5 + d6/5 exp

(
−(1− 2δ)2(d− 4)2

8d

)
≤ 1

2 (5.85)

where the left hand side tends to 0 as d→∞ for fixed δ, and the minimum value of d
satisfying this inequality increases as δ → 1

2
−. Then, Corollary 5.2 demonstrates that

for any sufficiently large n (depending on d), there exists a d-regular bipartite lossless
(d−6/5, d − 2d4/5)-expander graph B = (U, V,E) with |U | = |V | = n such that the
expansion property in (5.26) (reproduced below) holds:

∀S ⊆ U, |S| = n

d6/5 ⇒ |Γ(S)| ≥ (1− ε) n

d1/5 with ε = 2
d1/5 . (5.86)
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Note that in the statements of Lemma 5.1 (see below) and Theorem 5.3, we assume the
existence of such d-regular bipartite lossless (d−6/5, d− 2d4/5)-expander graphs without
proof due to Corollary 5.2. Let us assume that the undirected edges in E are actually all
directed from U to V , and construe B as two consecutive levels of a deterministic DAG
upon which we are broadcasting (as in subsection 5.4.2). In particular, let the Bernoulli
random variable corresponding to any vertex v ∈ U ∪V be denoted by Xv, and suppose
each (directed) edge of B is an independent BSC(δ) as before. Furthermore, let the
Boolean processing function at each vertex in V be the majority rule, which is always
well-defined as d is odd. This defines a Bayesian network on B, and the ensuing lemma
establishes the feasibility of “one-step broadcasting” down this Bayesian network.

Lemma 5.1 (One-Step Broadcasting in Expander DAG). For any noise level
δ ∈

(
0, 1

2
)
, any sufficiently large odd degree d = d(δ) ≥ 5 (that depends on δ) satisfying

(5.27), and any sufficiently large n (depending on d), consider the Bayesian network,
with independent BSC(δ) noise on the edges and majority Boolean processing functions
at the vertices, defined above on a d-regular bipartite lossless (d−6/5, d−2d4/5)-expander
graph B = (U, V,E) such that |U | = |V | = n. Then, for every input distribution on
{Xu : u ∈ U}, we have:

P
(∑
v∈V

Xv >
n

d6/5

∣∣∣∣∣ ∑
u∈U

Xu ≤
n

d6/5

)
≤ exp

(
− n

2d12/5

)
.

Proof. We begin with some useful definitions. For any vertex v ∈ V , let pa(v) denote
the multiset of vertices in U that are parents of v. (Note that pa(v) is a multiset because
there may be multiple edges between two vertices, and |pa(v)| = d.) Let S , {u ∈ U :
Xu = 1} ⊆ U denote the subset of vertices in U that take value 1, which implies that
|S| =

∑
u∈U Xu. Furthermore, for any vertex v ∈ V , let Nv ,

∑
u∈pa(v)Xu denote the

number of parents of v in S that have value 1 (counting with repetition). Finally, let
T , {v ∈ V : Nv ≥ t} ⊆ V denote the subset of vertices in V with at least t ∈ N\{1}
parents in S. We will assign an appropriate value to t below.

Suppose |S| =
∑
u∈U Xu ≤ n/d6/5 (which is the event we condition upon in the

lemma statement). Consider the case where |S| = n/d6/5. Then, applying the expansion
property in (5.26) yields (the “vertex counting” bound):

|Γ(S)| = |T |+ |Γ(S)\T | ≥ (1− ε) n

d1/5 (5.87)

where T ⊆ Γ(S) by definition of T , and ε = 2d−1/5. Moreover, we also have the “edge
counting” bound:

t|T |+ |Γ(S)\T | ≤ d|S| = n

d1/5 (5.88)

since each vertex in T has at least t edges from S, each vertex in Γ(S)\T has at least 1
edge from S, and the total number of outgoing edges from S is d|S|. Combining (5.87)
and (5.88) produces:

(1− ε) n

d1/5 − |T | ≤ |Γ(S)\T | ≤ n

d1/5 − t|T |
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which implies that:
|T | ≤ nε

d1/5(t− 1)
= 2n
d2/5(t− 1)

. (5.89)

On the other hand, in the the case where |S| < n/d6/5, if we flip the values of vertices
in U\S to 1 and subsequently increase the cardinality of S, then the cardinality of T
also increases or remains the same. Hence, if |S| =

∑
u∈U Xu ≤ n/d6/5, then (5.89) also

holds.
Now, for any input distribution on {Xu : u ∈ U}, observe that:

P
(∑
v∈V

Xv >
n

d6/5

∣∣∣∣∣ ∑
u∈U

Xu ≤
n

d6/5

)

= P

∑
v∈T

Xv +
∑

v∈V \T
Xv >

n

d6/5

∣∣∣∣∣∣ |S| ≤ n

d6/5


≤ P

 ∑
v∈V \T

Xv >
n

d6/5 − |T |

∣∣∣∣∣∣ |S| ≤ n

d6/5


≤ P

 ∑
v∈V \T

Xv >
n

d6/5 −
2n

d2/5(t− 1)

∣∣∣∣∣∣ |S| ≤ n

d6/5


= E

P
 ∑
v∈V \T

Xv >
n

d6/5 −
2n

d2/5(t− 1)

∣∣∣∣∣∣V \T, {Nv : v ∈ V \T}

∣∣∣∣∣∣|S| ≤ n

d6/5

 (5.90)

≤ E

P
 ∑
v∈V \T

Xv >
n

d6/5 −
2n

d2/5(t− 1)

∣∣∣∣∣∣V \T, {∀v ∈ V \T, Nv = t− 1}

∣∣∣∣∣∣|S| ≤ n

d6/5


= E

[
P
(
binomial(|V \T |,P(Xv = 1|Nv = t− 1))> n

d6/5 −
2n

d2/5(t− 1)

∣∣∣∣V \T)∣∣∣∣|S| ≤ n

d6/5

]
≤ P

(
binomial(n,P(Xv = 1|Nv = t− 1)) > n

d6/5 −
2n

d2/5(t− 1)

)

≤ P
(

binomial
(
n, exp

(
−2d(1− 2δ)2

(1
2 −

t− 1
d

)2
))

>
n

d6/5 −
2n

d2/5(t− 1)

)
(5.91)

where the steps hold due to the following reasons:

1. In the first equality, T and V \T are random sets.

2. The second inequality holds because Xv ∈ {0, 1} for all v ∈ T .

3. The third inequality follows from (5.89).

4. The fourth equality uses the fact that {Xv : v ∈ V \T} are conditionally inde-
pendent of the event {|S| ≤ n/d6/5} given V \T and {Nv : v ∈ V \T}, and the
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conditional expectation in the fourth equality is over the random set V \T and the
random variables {Nv : v ∈ V \T}.

5. The fifth inequality holds because Nv ≤ t−1 for every v ∈ V \T , and a straightfor-
ward monotone coupling argument shows that the distribution PXv |Nv=t−1 stochas-
tically dominates the distribution PXv |Nv=k for any k < t − 1. Furthermore, the
conditional expectation in the fifth inequality is only over the random set V \T .

6. The sixth equality holds because {Xv : v ∈ V \T} are conditionally i.i.d. given
V \T and the event {∀v ∈ V \T, Nv = t− 1}.

7. The seventh inequality holds because |V \T | ≤ n, and a simple monotone coupling
argument establishes that a binomial(n,P(Xv = 1|Nv = t − 1)) random variable
stochastically dominates a binomial(|V \T |,P(Xv = 1|Nv = t−1)) random variable.

8. The eighth inequality holds because a binomial(n, p) random variable stochastically
dominates a binomial(n, q) random variable when p ≥ q (again via a monotone
coupling argument), and Hoeffding’s inequality (see Lemma C.4 in appendix C.2)
yields:

P(Xv = 1|Nv = t− 1) = P

t−1∑
i=1

Zi +
d−t+1∑
j=1

Yj >
d

2


≤ exp

(
−2d(1− 2δ)2

(1
2 −

t− 1
d

)2
)

(5.92)

where Zi are i.i.d. Bernoulli(1−δ), Yj are i.i.d. Bernoulli(δ), {Zi : i ∈ {1, . . . , t−1}}
and {Yj : j ∈ {1, . . . , d − t + 1}} are independent, we assume that t−1

d < 1
2 , and

we use the fact that Xv is the majority of its parents’ values after passing them
through independent BSC(δ)’s.

Finally, applying Hoeffding’s inequality (see Lemma C.4 in appendix C.2) once more to
(5.91) yields:

P
(∑
v∈V

Xv >
n

d6/5

∣∣∣∣∣ ∑
u∈U

Xu ≤
n

d6/5

)

≤ exp

−2n
(

1
d6/5 −

2
d2/5(t− 1)

− exp
(
−2d(1− 2δ)2

(1
2 −

t− 1
d

)2
))2

 (5.93)

where we assume that:

1
d6/5 −

2
d2/5(t− 1)

> exp
(
−2d(1− 2δ)2

(1
2 −

t− 1
d

)2
)
. (5.94)
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Next, let t = 1 +
⌈
d
4
⌉
so that:95

1
4 ≤

t− 1
d
≤ 1

4 + 1
d
.

Since we have assumed in the lemma statement that d ≥ 5, the upper bound on t−1
d

illustrates that t−1
d < 1

2 , which ensures that (5.92) is valid. Furthermore, using both the
upper and lower bounds on t−1

d , notice that (5.94) is also valid if we have:

1
d6/5−

8
d7/5 > exp

(
−(1− 2δ)2(d− 4)2

8d

)
⇔ 1 > 8

d1/5 +d6/5 exp
(
−(1− 2δ)2(d− 4)2

8d

)

which is true by our assumption in (5.27). In fact, a simple computation shows that:

1
d6/5 −

2
d2/5(t− 1)

− exp
(
−2d(1− 2δ)2

(1
2 −

t− 1
d

)2
)

≥ 1
d6/5 −

8
d7/5 − exp

(
−(1− 2δ)2(d− 4)2

8d

)

≥ 1
2d6/5

where the second inequality is equivalent to (5.27). Therefore, we have from (5.93):

P
(∑
v∈V

Xv >
n

d6/5

∣∣∣∣∣ ∑
u∈U

Xu ≤
n

d6/5

)
≤ exp

(
− n

2d12/5

)

which completes the proof. �

Intuitively, Lemma 5.1 parallels (5.46) in the proof of Theorem 5.1 in section 5.5. The
lemma portrays that if the proportion of 1’s is small in a given layer, then it remains
small in the next layer with high probability when the edges between the layers are
defined by a regular bipartite lossless expander graph. We next prove Theorem 5.3 by
constructing deterministic bounded degree DAGs with Lk = Θ(log(k)) and showing
using Lemma 5.1 that the root bit can be reconstructed using the majority decision
rule Ŝk = 1

{
σk ≥ 1

2
}
. In particular, we delineate two simple algorithms to construct

the constituent expander graphs of such DAGs: a deterministic quasi-polynomial time
algorithm and a randomized polylogarithmic time algorithm.

Proof of Theorem 5.3. Fix any δ ∈
(
0, 1

2
)
, any sufficiently large d = d(δ) ≥ 5 sat-

isfying (5.27), and any sufficiently large constant N = N(δ) ∈ N such that M =
exp

(
N/(4d12/5)

)
≥ 2 and for every n ≥ N , there exists a d-regular bipartite lossless

(d−6/5, d − 2d4/5)-expander graph Bn = (Un, Vn, En) with |Un| = |Vn| = n that satis-
fies (5.26) for every subset S ⊆ Un. Furthermore, fix the level sizes so that L0 = 1,

95The choice of t is arbitrary and we could have chosen any t such that 0 < t−1
d
< 1

2 .
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L1 = N , and {Lk : k ∈ N\{1}} are defined by (5.28). It is straightforward to verify
that Lk = Θ(log(k)) (for fixed δ). The remainder of the proof is split into three parts.
We first present two simple algorithms to generate the constituent expander graphs
of the deterministic DAG described in the theorem statement, and then argue that
broadcasting is possible on the resulting DAG.

Deterministic Quasi-Polynomial Time Algorithm: We will require two useful
facts:

1. For fixed sets of labeled vertices Un and Vn with |Un| = |Vn| = n, the total
number of d-regular bipartite graphs Bn = (Un, Vn, En) is given by the multinomial
coefficient: (

nd

d, d, . . . , d

)
= (nd)!

(d!)n ≤ n
nd = exp(dn log(n))

where we allow multiple edges between two vertices, and the inequality follows
from e.g. [59, Lemma 2.2]. To see this, first attach d edges to each vertex in Un,
and then successively count the number of ways to choose d edges for each vertex
in Vn.96

2. Checking whether a given d-regular bipartite graph Bn = (Un, Vn, En) with |Un| =
|Vn| = n satisfies (5.26) for all subsets S ⊆ Un using brute force takes running time
O
(
n2 exp

(
nH(d−6/5)

))
. To see this, note that there are

( n
nd−6/5

)
≤ exp

(
nH(d−6/5)

)
(cf. [59, Lemma 2.2]) subsets S ⊆ Un with |S| = nd−6/5, and verifying (5.26) takes
O(n2) time for each such subset S.

Consider any level M2m−1
< r ≤ M2m with some associated m ∈ N. We show that

the distinct expander graphs making up levels 0, . . . , r of the deterministic DAG in the
theorem statement can be constructed in quasi-polynomial time in r. In particular, we
need to generate m + 1 d-regular bipartite lossless (d−6/5, d − 2d4/5)-expander graphs
BN , B2N , . . . , B2mN . So, for each i ∈ {0, . . . ,m}, we generate B2iN by exhaustively
enumerating over the all possible d-regular bipartite graphs with |U2iN | = |V2iN | = 2iN
until we find one that satisfies the desired expansion condition. (Note that such expander
graphs are guaranteed to exist due to Corollary 5.2.) Using the aforementioned facts 1
and 2, generating all m+ 1 desired graphs takes running time:

O
(
(m+1)L2

r exp
(
LrH(d−6/5)

)
exp(dLr log(Lr))

)
= O(exp(Θ(log(r) log log(r)))) (5.95)

where we also use the facts that Lr = 2mN = Θ(log(r)) and m = Θ(log log(r)) since
M2m−1

< r ≤ M2m .97 Therefore, we can construct the constituent expander graphs
96Since the vertices in Un and Vn are labeled, the total number of non-isomorphic d-regular bipar-

tite graphs is smaller than (nd)!/(d!)n. However, it is larger than (nd)!/((2n)!(d!)n), and the quasi-
polynomial nature of our running time does not change with a more careful calculation of the number
of non-isomorphic d-regular bipartite graphs.

97In our descriptions and analyses of the two algorithms, the big-O and big-Θ asymptotic notation
conceal constants that depend on the fixed crossover probability parameter δ.
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in levels 0, . . . , r of our DAG in quasi-polynomial time with brute force. Note that we
neglect details of how intermediate graphs are represented in our analysis. Moreover,
we are not concerned with optimizing the quasi-polynomial running time.

Randomized Polylogarithmic Time Algorithm:We will require another useful
fact:

3. A random d-regular bipartite graph B = (Un, Vn,E) with |Un| = |Vn| = n can be
generated according to the distribution described after Proposition 5.7 in O(n)
time. To see this, as outlined after Proposition 5.7, we must first generate a uni-
form random perfect matching in a complete bipartite graph B̂ = (Ûdn, V̂dn, Ê)
such that |Ûdn| = |V̂dn| = dn. Observe that the edges in a perfect matching can
be written as a permutation of the sequence (1, 2, . . . , dn), because each index and
its corresponding value in the (permuted) sequence encodes an edge. So, perfect
matchings in B̂ are in bijective correspondence with permutations of the sequence
(1, 2, . . . , dn). Therefore, we can generate a uniform random perfect matching by
generating a uniform random permutation of (1, 2, . . . , dn) in O(dn), or equiva-
lently O(n), time using the Fisher-Yates-Durstenfeld-Knuth shuffle, cf. [153, Sec-
tion 3.4.2, p.145] and the references therein. (Note that we do not take the running
time of the random number generation process into account.) All that remains is
to create super-vertices, which can also be done in O(n) time.

Suppose that the constant N = N(δ) also satisfies the additional condition:

N >
e2(

6− 4
√

2
)
π2d−6/5(1− d−6/5) (5.96)

where N still depends only on δ (through the dependence of d on δ). Consider any
level M2m−1

< r ≤ M2m with some associated m ∈ N. We present a Monte Carlo
algorithm that constructs the distinct expander graphs making up levels 0, . . . , r of the
deterministic DAG in the theorem statement with strictly positive success probability
(that depends on δ but not on r) in polylogarithmic time in r. As in the previous
algorithm, we ideally want to output m+1 d-regular bipartite lossless (d−6/5, d−2d4/5)-
expander graphs BN , B2N , . . . , B2mN . So, using the aforementioned fact 3, for each
i ∈ {0, . . . ,m}, we can generate a random d-regular bipartite graph B = (U2iN , V2iN ,E)
with |U2iN | = |V2iN | = 2iN according to the distribution in Corollary 5.2 in at most
O(2mN) time. The total running time of the algorithm is thus:

O((m+ 1)2mN) = O(log(r) log log(r)) (5.97)

since 2mN = Θ(log(r)) and m = Θ(log log(r)) as before. Furthermore, by Corollary
5.2, the outputted random graphs satisfy (5.26) for all relevant subsets of vertices with
probability at least:

m∏
i=0

1− e

2π
√
d−6/5(1− d−6/5) 2iN

 ≥ 1− e

2π
√
d−6/5(1− d−6/5)N

m∑
i=0

( 1√
2

)i
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≥ 1− e

2π
√
d−6/5(1− d−6/5)N

∞∑
i=0

( 1√
2

)i
= 1− e(

2−
√

2
)
π
√
d−6/5(1− d−6/5)N > 0

(5.98)

where the first inequality is easily proved by induction, and the quantity in the final
equality is strictly positive by assumption (5.96). Hence, our Monte Carlo algorithm
constructs the constituent expander graphs in levels 0, . . . , r of our DAG with strictly
positive success probability in polylogarithmic time. Once again, note that we neglect
details of how intermediate graphs are represented in our analysis. Moreover, we do not
account for the running time of actually printing out levels 0, . . . , r of the DAG.

Finally, the aforementioned fact 2 conveys that testing whether the m+ 1 d-regular
random bipartite graphs our Monte Carlo algorithm generates are lossless (d−6/5, d −
2d4/5)-expander graphs takes polynomial running time:

O
(
(m+ 1)22mN2 exp

(
2mNH(d−6/5)

))
= O

(
log log(r) log(r)2r8d12/5H(d−6/5)

)
(5.99)

where we use the fact that 2mN < 2N log(r)/log(M) = 8d12/5 log(r) since r > M2m−1

and log(M) = N/(4d12/5). Therefore, by repeatedly running our Monte Carlo algorithm
until a valid set of m+ 1 d-regular bipartite lossless (d−6/5, d− 2d4/5)-expander graphs
is produced, we obtain a Las Vegas algorithm that runs in expected polynomial time
O
(

log log(r) log(r)2r8d12/5H(d−6/5)).
Feasibility of Broadcasting: We now prove that broadcasting is possible on the

Bayesian network defined on the DAG constructed in the theorem statement. As before,
we follow the proof of Theorem 5.1 in section 5.5. So, we first construct a monotone
Markovian coupling {(X−k , X

+
k ) : k ∈ N ∪{0}} between the Markov chains {X+

k :
k ∈ N ∪{0}} and {X−k : k ∈ N ∪{0}} (which denote versions of the Markov chain
{Xk : k ∈ N∪{0}} initialized at X+

0 = 1 and X−0 = 0, respectively) such that along any
edge BSC of the deterministic DAG, say (Xk,j , Xk+1,i), X+

k,j and X−k,j are either both
copied with probability 1−2δ, or a shared independent Bernoulli

(1
2
)
bit is produced with

probability 2δ that becomes the value of both X+
k+1,i and X

−
k+1,i. This coupling satisfies

the three properties delineated at the outset of the proof of Theorem 5.1 in section 5.5.
Furthermore, let σ+

k and σ−k for k ∈ N ∪{0} be random variables with distributions
Pσk|σ0=1 and Pσk|σ0=0, respectively (which means that σ+

0 = 1 and σ−0 = 0).
Notice that Lemma 5.1 implies the following result:

P
(
σ−k ≤

1
d6/5

∣∣∣∣σ−k−1 ≤
1
d6/5

)
≥ 1− exp

(
− Lk−1

2d12/5

)
(5.100)

for every pair of consecutive levels k − 1 and k such that Lk = Lk−1. Moreover, for
every pair of consecutive levels k − 1 and k such that Lk = 2Lk−1, we have:

P
(
σ−k >

1
d6/5

∣∣∣∣σ−k−1 ≤
1
d6/5

)
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= P

 1
Lk−1

Lk−1−1∑
i=0

X−k,i + 1
Lk−1

Lk−1∑
j=Lk−1

X−k,j >
2
d6/5

∣∣∣∣∣∣σ−k−1 ≤
1
d6/5


= P

 1
Lk−1

Lk−1−1∑
i=0

X−k,i >
1
d6/5

∪
 1
Lk−1

Lk−1∑
j=Lk−1

X−k,j >
1
d6/5


∣∣∣∣∣∣σ−k−1 ≤

1
d6/5


≤ P

 1
Lk−1

Lk−1−1∑
i=0

X−k,i >
1
d6/5

∣∣∣∣∣∣σ−k−1 ≤
1
d6/5


+ P

 1
Lk−1

Lk−1∑
j=Lk−1

X−k,j >
1
d6/5

∣∣∣∣∣∣σ−k−1 ≤
1
d6/5


≤ 2 exp

(
− Lk−1

2d12/5

)
where the first inequality follows from the union bound, and the final inequality follows
from Lemma 5.1 and the construction of our DAG (recall that two separate d-regular
bipartite lossless (d−6/5, d − 2d4/5)-expander graphs make up the edges between Xk−1
and X1

k , and between Xk−1 and X2
k , respectively). This implies that:

P
(
σ−k ≤

1
d6/5

∣∣∣∣σ−k−1 ≤
1
d6/5

)
≥ 1− 2 exp

(
− Lk−1

2d12/5

)
(5.101)

for every pair of consecutive levels k − 1 and k such that Lk = 2Lk−1, as well as for
every pair of consecutive levels k − 1 and k such that Lk = Lk−1 (by slackening the
bound in (5.100)). Hence, the bound in (5.101) holds for all levels k ≥ 2.

Now fix any τ > 0, and choose a sufficiently large value K = K(δ, τ) ∈ N (that
depends on δ and τ) such that:

2
∞∑

k=K+1
exp

(
− Lk−1

2d12/5

)
≤ τ . (5.102)

Note that such K exists because 2
∑∞
k=1 1/k2 = π2/3 < +∞, and for every m ∈ N∪{0}

and every M b2m−1c < k ≤M2m , we have:

exp
(
− Lk

2d12/5

)
≤ 1
k2 ⇔ k ≤ exp

( 2mN
4d12/5

)
= M2m

where the right hand side holds due to the construction of our deterministic DAG. Using
the continuity of probability measures, observe that:

P

 ⋂
k>K

{
σ−k ≤

1
d6/5

} ∣∣∣∣∣∣σ+
K ≥ 1− 1

d6/5 , σ
−
K ≤

1
d6/5


=
∏
k>K

P
(
σ−k ≤

1
d6/5

∣∣∣∣σ−k−1 ≤
1
d6/5 , Ak

)
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≥
∏
k>K

1− 2 exp
(
− Lk−1

2d12/5

)

≥ 1− 2
∑
k>K

exp
(
− Lk−1

2d12/5

)
≥ 1− τ

where Ak for k > K is the non-zero probability event defined as:

Ak ,


{
σ+
K ≥ 1− 1

d6/5

}
, k = K + 1{

σ−k−2 ≤
1

d6/5 , . . . , σ
−
K ≤

1
d6/5

}
∩
{
σ+
K ≥ 1− 1

d6/5

}
, k ≥ K + 2

,

the first inequality follows from (5.101), and the final inequality follows from (5.102).
When using (5.101) in the calculation above, we can neglect the effect of the conditioning
event Ak, because a careful perusal of the proof of Lemma 5.1 (which yields (5.101)
as a consequence) shows that (5.101) continues to hold when we condition on events
like Ak. Indeed, in step (5.90) of the proof, the random variables {Xv : v ∈ V \T} are
conditionally independent of the σ-algebra generated by random variables in previous
layers of the DAG given V \T and {Nv : v ∈ V \T}. Moreover, this observation extends
appropriately to the current Markovian coupling setting. We have omitted these details
from Lemma 5.1 for the sake of clarity. Therefore, we have for any k > K:

P
(
σ−k ≤

1
d6/5

∣∣∣∣σ+
K ≥ 1− 1

d6/5 , σ
−
K ≤

1
d6/5

)
≥ 1− τ . (5.103)

Likewise, due to the symmetry of the role of 0’s and 1’s in our deterministic DAG model,
we can also prove mutatis mutandis that for any k > K:

P
(
σ+
k ≥ 1− 1

d6/5

∣∣∣∣σ+
K ≥ 1− 1

d6/5 , σ
−
K ≤

1
d6/5

)
≥ 1− τ (5.104)

where τ and K in (5.104) can be chosen to be the same as those in (5.103) without loss
of generality.

Finally, define the event E =
{
σ+
K ≥ 1− 1

d6/5 , σ
−
K ≤

1
d6/5

}
, and observe that for all

k > K:

P
(
σ+
k ≥

1
2

)
− P

(
σ−k ≥

1
2

)
≥ E

[(
1

{
σ+
k ≥

1
2

}
− 1

{
σ−k ≥

1
2

})
1{E}

]
=
(
P
(
σ+
k ≥

1
2

∣∣∣∣E)− P
(
σ−k ≥

1
2

∣∣∣∣E))P(E)

≥
(
P
(
σ+
k ≥ 1− 1

d6/5

∣∣∣∣E)− P
(
σ−k >

1
d6/5

∣∣∣∣E))P(E)

≥ (1− 2τ)P(E) > 0

where the first inequality holds because 1
{
σ+
k ≥

1
2
}
− 1

{
σ−k ≥

1
2
}
≥ 0 a.s. due to the

monotonicity of our Markovian coupling, the third inequality holds because 1
d6/5 <

1
2 <
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1− 1
d6/5 (since d ≥ 5), and the final inequality follows from (5.103) and (5.104). As argued

in the proof of Theorem 5.1 in section 5.5, this illustrates that lim supk→∞ P(Ŝk 6= X0) <
1
2 , which completes the proof. �

� 5.8 Analysis of 2D Regular Grid with AND Processing Functions

We now turn to proving Theorem 5.4. Recall that we are given a deterministic 2D regular
grid where all Boolean processing functions with two inputs are the AND rule, and all
Boolean processing functions with one input are the identity rule, i.e. f2(x1, x2) = x1∧x2
and f1(x) = x.

As in our proof of Theorem 5.1 in section 5.5, we begin by constructing a use-
ful monotone Markovian coupling of the Markov chains {X+

k : k ∈ N ∪{0}} and
{X−k : k ∈ N ∪{0}}, which denote versions of the Markov chain {Xk : k ∈ N ∪{0}}
initialized at X+

0 = 1 and X−0 = 0, respectively. (Note that the marginal distributions
of X+

k and X−k are P+
Xk

and P−Xk , respectively.) We define the coupled 2D grid variables
{Yk,j = (X−k,j , X

+
k,j) : k ∈ N ∪{0}, j ∈ [k + 1]}, and let the Markovian coupling be

{Yk = (Yk,0, . . . , Yk,k) : k ∈ N ∪{0}}. Since the underlying 2D regular grid is fixed, we
couple {X+

k : k ∈ N ∪{0}} and {X−k : k ∈ N ∪{0}} so that along any edge BSC, say
(Xk,j , Xk+1,j), X+

k,j and X
−
k,j are either both copied with probability 1−2δ, or a shared

independent Bernoulli
(1

2
)
bit is produced with probability 2δ that becomes the value of

both X+
k+1,j and X

−
k+1,j . As before, the Markovian coupling {Yk : k ∈ N∪{0}} exhibits

the following properties:

1. The “marginal” Markov chains are {X+
k : k ∈ N ∪{0}} and {X−k : k ∈ N ∪{0}}.

2. For every k ∈ N ∪{0}, X+
k+1 is conditionally independent of X−k given X+

k , and
X−k+1 is conditionally independent of X+

k given X−k .

3. For every k ∈ N ∪{0} and every j ∈ [k + 1], X+
k,j ≥ X

−
k,j almost surely.

Here, the third property holds because AND processing functions are symmetric and
monotone non-decreasing. In this section, probabilities of events that depend on the
coupled 2D grid variables {Yk,j : k ∈ N ∪{0}, j ∈ [k + 1]} are defined with respect to
this Markovian coupling.

Since the marginal Markov chains {X+
k : k ∈ N ∪ {0}} and {X−k : k ∈ N ∪ {0}}

run on the same 2D regular grid with common BSCs, we keep track of the Markov
chain {Yk : k ∈ N ∪{0}} in a single coupled 2D regular grid. This 2D grid has the
same underlying graph as the 2D grid described in subsection 5.3.2. Its vertices are the
coupled 2D grid variables {Yk,j = (X−k,j , X

+
k,j) : k ∈ N∪{0}, j ∈ [k+ 1]}, and we relabel

the alphabet of these variables for simplicity. So, each Yk,j = (X−k,j , X
+
k,j) ∈ Y with:

Y , {0c, 1u, 1c} (5.105)

where 0c = (0, 0), 1u = (0, 1), and 1c = (1, 1). (Note that we do not require a letter
0u = (1, 0) in this alphabet due to the monotonicity in the coupling.) Furthermore, each
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edge of the coupled 2D grid is a channel W ∈ R3×3
sto between the alphabets Y and Y

that captures the action of a shared BSC(δ), where the stochastic matrix W has the
form:

W =


0c 1u 1c

0c 1− δ 0 δ
1u δ 1− 2δ δ
1c δ 0 1− δ

 (5.106)

where the (i, j)th entry gives the probability of output j given input i. It is straightfor-
ward to verify that W describes the aforementioned Markovian coupling. Finally, the
AND rule can be equivalently described on the alphabet Y as:

x1 x2 x1 ∧ x2
0c ? 0c
1u 1u 1u
1u 1c 1u
1c 1c 1c

(5.107)

where ? denotes any letter in Y, and the symmetry of the AND rule covers all other
possible input combinations. This coupled 2D grid model completely characterizes the
Markov chain {Yk : k ∈ N∪{0}}, which starts at Y0,0 = 1c a.s. We next prove Theorem
5.4 by further analyzing this model.

Proof of Theorem 5.4. We first bound the TV distance between P+
Xk

and P−Xk using
Dobrushin’s maximal coupling characterization of TV distance, cf. (2.6) in chapter 2:∥∥∥P+

Xk
− P−Xk

∥∥∥
TV
≤ P

(
X+
k 6= X−k

)
= 1− P

(
X+
k = X−k

)
.

The events {X+
k = X−k } are non-decreasing in k, i.e. {X+

k = X−k } ⊆ {X
+
k+1 = X−k+1}

for all k ∈ N ∪{0}. Indeed, suppose for any k ∈ N ∪{0}, the event {X+
k = X−k } occurs.

Since we have:{
X+
k = X−k

}
=
{
Yk ∈ {0c, 1c}k+1

}
= {there are no 1u’s in level k of the coupled 2D grid} ,

the channel (5.106) and the rule (5.107) imply that there are no 1u’s in level k+1. Hence,
the event {X+

k+1 = X−k+1} occurs as well. Letting k →∞, we can use the continuity of
P with the events {X+

k = X−k } to get:

lim
k→∞

∥∥∥P+
Xk
− P−Xk

∥∥∥
TV
≤ 1− lim

k→∞
P
(
X+
k = X−k

)
= 1− P(A)

where we define:

A , {∃k ∈ N, there are no 1u’s in level k of the coupled 2D grid} . (5.108)
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Therefore, it suffices to prove that P(A) = 1.
To prove this, we recall a well-known result from [77, Section 3] on oriented bond

percolation in 2D lattices. Given the underlying DAG of our deterministic 2D regular
grid from subsection 5.3.2, suppose we independently keep each edge “open” with some
probability p ∈ [0, 1], and delete it (“closed”) with probability 1− p. Define the event:

Ω∞ , {there is an infinite open path starting at the root}

and the quantities:

Rk , sup{j ∈ [k + 1] : there is an open path from the root to the vertex (k, j)}
Lk , inf{j ∈ [k + 1] : there is an open path from the root to the vertex (k, j)}

which are the rightmost and leftmost vertices at level k ∈ N ∪{0}, respectively, that
are connected to the root. (Here, we refer to the vertex Xk,j using (k, j) as we do not
associate a random variable to it.) It is proved in [77, Section 3] that the occurrence
of Ω∞ experiences a phase transition phenomenon as the open probability parameter p
varies from 0 to 1.

Lemma 5.2 (Oriented Bond Percolation [77, Section 3]). For the aforementioned
bond percolation process on the 2D regular grid, there exists a critical threshold δperc ∈(1

2 , 1
)
around which we observe the following phase transition phenomenon:

1. If p > δperc, then Pp(Ω∞) > 0 and:

Pp
(

lim
k→∞

Rk
k

= 1 + α(p)
2 and lim

k→∞

Lk
k

= 1− α(p)
2

∣∣∣∣Ω∞) = 1 (5.109)

for some constant α(p) > 0, where α(p) is defined in [77, Section 3, Equation (6)],
and Pp is the probability measure defined by the bond percolation process.

2. If p < δperc, then Pp(Ω∞) = 0.

We will use Lemma 5.2 to prove P(A) = 1 by considering two cases.
Case 1: Suppose 1 − 2δ < δperc (i.e. δ > (1 − δperc)/2) in our coupled 2D grid.

The root of the coupled 2D grid is Y0,0 = 1u a.s., and we consider an oriented bond
percolation process on the grid (as described above) with p = 1− 2δ. In particular, we
say that each edge of the grid is open if and only if the corresponding BSC copies its
input (with probability 1− 2δ). In this context, Ωc

∞ is the event that there exists k ∈ N
such that none of the vertices at level k are connected to the root via a sequence of
BSCs that are copies. Suppose the event Ωc

∞ occurs. Since (5.106) and (5.107) portray
that a 1u moves from level k to level k+ 1 only if one of its outgoing edges is open (and
the corresponding BSC is a copy), there exists k ∈ N such that none of the vertices at
level k are 1u’s. This proves that Ωc

∞ ⊆ A. Therefore, using part 2 of Lemma 5.2, we
get P(A) = 1.
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Case 2: Suppose 1−δ > δperc (i.e. δ < 1−δperc) in our coupled 2D grid. Consider an
oriented bond percolation process on the grid (as described earlier) with p = 1−δ, where
an edge is open if and only if the corresponding BSC is either copying or generating a
0 as the new bit (i.e. this BSC takes a 0c to a 0c, which happens with probability 1− δ
as shown in (5.106)). Let Bk for k ∈ N be the event that the BSC from Yk−1,0 to Yk,0
generates a new bit which equals 0. Then, P(Bk) = δ and {Bk : k ∈ N} are mutually
independent. So, the second Borel-Cantelli lemma tells us that infinitely many of the
events {Bk : k ∈ N} occur almost surely. Furthermore, Bk ⊆ {Yk,0 = 0c} for every
k ∈ N.

We next define the following sequence of random variables for all i ∈ N:

Li , min{k ≥ Ti−1 + 1 : Bk occurs}
Ti , 1 + max{k ≥ Li : ∃j ∈ [k + 1], Yk,j is connected to YLi,0 by an open path}

where we set T0 , 0. Note that when Ti−1 =∞, we let Li =∞ a.s., and when Ti−1 <∞,
Li < ∞ a.s. because infinitely many of the events {Bk : k ∈ N} occur almost surely.
We also note that when Li <∞, the set:

{k ≥ Li : ∃j ∈ [k + 1], Yk,j is connected to YLi,0 by an open path}

is non-empty since YLi,0 is always connected to itself, and Ti−Li−1 denotes the length
of the longest open path connected to YLi,0 (which could be infinity). Lastly, when
Li =∞, we let Ti =∞ a.s.

Let Fk for every k ∈ N ∪{0} be the σ-algebra generated by the random variables
(Y0, . . . , Yk) and all the BSCs above level k (where we include all events determining
whether these BSCs are copies, and all events determining the independent bits they
produce). Then, {Fk : k ∈ N∪{0}} is a filtration. It is straightforward to verify that Li
and Ti are stopping times with respect to {Fk : k ∈ N∪{0}} for all i ∈ N. We can show
this inductively. T0 = 0 is trivially a stopping time, and if Ti−1 is a stopping time, then
Li is clearly a stopping time. So, it suffices to prove that Ti is a stopping time given
Li is a stopping time. For any finite m ∈ N, {Ti = m} is the event that Li ≤ m − 1
and the length of the longest open path connected to YLi,0 is m− 1−Li. This event is
contained in Fm because the event {Li ≤ m− 1} is contained in Fm−1 ⊆ Fm (since Li
is a stopping time), and the length of the longest open path can be determined from Fm
(rather than Fm−1). Hence, Ti is indeed a stopping time when Li is a stopping time.

Now observe that:

P(∃k ∈ N, Tk =∞) = P(T1 =∞) +
∞∑
m=2

P(∃k ∈ N\{1}, Tk =∞|T1 = m)P(T1 = m)

= P(T1 =∞) +
∞∑
m=2

P(∃k ∈ N, Tk +m =∞)P(T1 = m)

= P(T1 =∞) + (1− P(T1 =∞))P(∃k ∈ N, Tk =∞) (5.110)
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where the first equality uses the law of total probability, the third equality follows from
straightforward calculations, and the second equality follows from the fact that for all
m ∈ N\{1}:

P(∃k ∈ N\{1}, Tk =∞|T1 = m) = P(∃k ∈ N, Tk +m =∞) .

This relation holds because the random variables {(Li, Ti) : i ∈ N\{1}} given T1 =
m have the same distribution as the random variables {(Li−1 + m,Ti−1 + m) : i ∈
N\{1}}. In particular, the conditional distribution of Li given T1 = m corresponds
to the distribution of Li−1 + m, and the conditional distribution of Ti given T1 = m
corresponds to the distribution of Ti−1 +m. These distributional equivalences implicitly
use the fact that {Ti : i ∈ N} are stopping times. Indeed, the conditioning on {T1 = m}
in these equivalences can be removed because the event {T1 = m} is in Fm since T1 is a
stopping time, and {T1 = m} is therefore independent of the events {Bk : k > m} and
the events that determine when the BSCs below level m are open.

Next, rearranging (5.110), we get:

P(∃k ∈ N, Tk =∞)P(T1 =∞) = P(T1 =∞) .

Since P(T1 =∞) = P(Ω∞) > 0 by part 1 of Lemma 5.2, we have:

P(∃k ∈ N, Tk =∞) = 1 . (5.111)

For every k ∈ N, define the events:

Ωleft
k , {there exists an infinite open path starting at the vertex Yk,0} ,

Ωright
k , {there exists an infinite open path starting at the vertex Yk,k} .

If {∃k ∈ N, Tk = ∞} occurs, we can choose the smallest m ∈ N such that Tm = ∞,
and for this m, there is an infinite open path starting at YLm,0 = 0c (where YLm,0 = 0c
because BLm occurs). Hence, using (5.111), we have:

P
(
∃k ∈ N, {Yk,0 = 0c} ∩ Ωleft

k

)
= 1 .

Likewise, we can also prove that:

P
(
∃k ∈ N, {Yk,k = 0c} ∩ Ωright

k

)
= 1

which implies that:

P
(
∃k ∈ N, ∃m ∈ N, {Yk,0 = Ym,m = 0c} ∩ Ωleft

k ∩ Ωright
m

)
= 1 . (5.112)

To finish the proof, consider k,m ∈ N such that Yk,0 = Ym,m = 0c, and suppose Ωleft
k

and Ωright
m both happen. For every n > max{k,m}, define the quantities:

Rleft
n , sup{j ∈ [n+ 1] : there is an open path from Yk,0 to Yn,j}
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Lright
n , inf{j ∈ [n+ 1] : there is an open path from Ym,m to Yn,j}

which are the rightmost and leftmost vertices at level n that are connected to Yk,0 and
Ym,m, respectively, by open paths. Using (5.109) from part 1 of Lemma 5.2, we know
that almost surely:

lim
n→∞

Rleft
n

n
= lim

n→∞
Rleft
n

n− k
= 1 + α(1− δ)

2 ,

lim
n→∞

Lright
n

n
= lim

n→∞
Lright
n −m
n−m

= 1− α(1− δ)
2 .

This implies that almost surely:

lim
n→∞

Rleft
n − Lright

n

n
= α(1− δ) > 0

which means that for some sufficiently large level n > max{k,m}, the rightmost open
path from Yk,0 meets the leftmost open path from Ym,m:∣∣∣Rleft

n − Lright
n

∣∣∣ ≤ 1 .

By construction, all the vertices in these two open paths are equal to 0c. Furthermore,
since (5.106) and (5.107) demonstrate that AND gates and BSCs output 0c’s or 1c’s
when their inputs are 0c’s or 1c’s, it is straightforward to inductively establish that all
vertices at level n that are either to left of Rleft

n or to the right of Lright
n take values in

{0c, 1c}. This shows that every vertex at level n must be equal to 0c or 1c because the
two aforementioned open paths meet. Hence, there exists a level n ∈ N with no 1u’s,
i.e. the event A occurs. Therefore, we get P(A) = 1 using (5.112).

Combining the two cases completes the proof as P(A) = 1 for any δ ∈
(
0, 1

2
)
. �

We remark that this proof can be perceived as using the technique presented in [170,
Theorem 5.2]. Indeed, let T , inf{k ∈ N : X+

k = X−k } be a stopping time (with respect
to the filtration {Fk : k ∈ N ∪{0}} defined earlier) denoting the first time that the
marginal Markov chains {X+

k : k ∈ N ∪{0}} and {X−k : k ∈ N ∪{0}} meet. (Note
that {T =∞} corresponds to the event that these chains never meet.) Since the events
{X+

k = X−k } for k ∈ N form a non-decreasing sequence of sets, {T > k} = {X+
k 6= X−k }.

We can use this relation to obtain the following bound on the TV distance between P+
Xk

and P−Xk (cf. (2.6) in chapter 2):∥∥∥P+
Xk
− P−Xk

∥∥∥
TV
≤ P

(
X+
k 6= X−k

)
= P(T > k) = 1− P(T ≤ k) (5.113)

where letting k →∞ and using the continuity of P produces:

lim
k→∞

∥∥∥P+
Xk
− P−Xk

∥∥∥
TV
≤ 1− P(∃k ∈ N, T ≤ k) = 1− P(T <∞) . (5.114)

These bounds correspond to the ones shown in [170, Theorem 5.2]. Since the event
A = {∃k ∈ N, T ≤ k} = {T < ∞}, our proof that A happens almost surely also
demonstrates that the two marginal Markov chains meet after a finite amount of time
almost surely.
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� 5.9 Analysis of 2D Regular Grid with XOR Processing Functions

We finally turn to proving Theorem 5.5. We will use some basic coding theory ideas in
this section, and refer readers to [237] for an introduction to the subject. We let F2 =
{0, 1} denote the Galois field of order 2 (i.e. integers with addition and multiplication
modulo 2), Fn2 with n ∈ N\{1} denote the vector space over F2 of column vectors with n
entries from F2, and Fm×n2 with m,n ∈ N\{1} denote the space of m× n matrices with
entries in F2. (All matrix and vector operations will be performed modulo 2.) Now fix
some matrix H ∈ Fm×n2 that has the following block structure:

H =
[

1 B1
0 B2

]
(5.115)

where 0 denotes the zero vector (of appropriate dimension), B1 ∈ F1×(n−1)
2 , and B2 ∈

F(m−1)×(n−1)
2 . Consider the following two problems:

1. Coding Problem: Let C , {x ∈ Fn2 : Hx = 0} be the linear code defined by
the parity check matrix H. Let X = [X1 XT

2 ]T with X1 ∈ F2 and X2 ∈ Fn−1
2

be a codeword drawn uniformly from C. Assume that there exists a codeword
x = [1 xT2 ]T ∈ C for some x2 ∈ Fn−1

2 (i.e. B1x2 = 1 and B2x2 = 0). Then, since
C 3 x′ 7→ x′ + x ∈ C is a bijective map that flips the first bit of its input, X1 is
a Bernoulli

(1
2
)
random variable. We observe the codeword X through an additive

noise channel model and see Y1 ∈ F2 and Y2 ∈ Fn−1
2 :[

Y1
Y2

]
= X +

[
Z1
Z2

]
=
[
X1 + Z1
X2 + Z2

]
(5.116)

where Z1 ∈ F2 is a Bernoulli
(1

2
)
random variable, Z2 ∈ Fn−1

2 is a vector of i.i.d.
Bernoulli(δ) random variables that are independent of Z1, and both Z1, Z2 are
independent of X. Our problem is to decode X1 with minimum probability of
error after observing Y1, Y2. This can be achieved by using the ML decoder for X1
based on Y1, Y2.

2. Inference Problem: Let X ′ ∈ F2 be a Bernoulli
(1

2
)
random variable, and Z ∈

Fn−1
2 be a vector of i.i.d. Bernoulli(δ) random variables that are independent of X ′.

Suppose we see the observations S′1 ∈ F2 and S′2 ∈ Fm−1
2 through the model:[

S′1
S′2

]
= H

[
X ′

Z

]
=
[
X ′ +B1Z
B2Z

]
. (5.117)

Our problem is to decode X ′ with minimum probability of error after observing
S′1, S

′
2. This can be achieved by using the ML decoder for X ′ based on S′1, S′2.

As we will soon see, the inference problem above corresponds to our setting of re-
construction in the 2D regular grid with XOR processing functions. The next lemma
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illustrates that this inference problem is in fact “equivalent” to the aforementioned cod-
ing problem, and this connection will turn out to be useful since the coding problem
admits simpler analysis.

Lemma 5.3 (Equivalence of Problems). For the coding problem in (5.116) and the
inference problem in (5.117), the following statements hold:

1. The minimum probabilities of error for the coding and inference problems are equal.

2. Suppose the random variables in the coding and inference problems are coupled so
that X1 = X ′ a.s. and Z2 = Z a.s. (i.e. these variables are shared by the two
problems), X2 is generated from a conditional distribution PX2|X1 such that X is
uniform on C, Z1 is generated independently, (Y1, Y2) is defined by (5.116), and
(S′1, S′2) is defined by (5.117). Then, S′1 = B1Y2 a.s. and S′2 = B2Y2 a.s.

3. Under the aforementioned coupling, (S′1, S′2) is a sufficient statistic of (Y1, Y2) for
performing inference about X1 (in the coding problem).

Proof.
Part 1: We first show that the minimum probabilities of error for the two problems

are equal. The inference problem has prior is X ′ ∼ Bernoulli
(1

2
)
, and the following

likelihoods for every s′1 ∈ F2 and every s′2 ∈ Fm−1
2 :

PS′1,S′2|X′
(
s′1, s

′
2
∣∣0) =

∑
z∈Fn−1

2

PZ(z)1
{
B1z = s′1, B2z = s′2

}
, (5.118)

PS′1,S′2|X′
(
s′1, s

′
2
∣∣1) =

∑
z∈Fn−1

2

PZ(z)1
{
B1z = s′1 + 1, B2z = s′2

}
. (5.119)

On the other hand, the coding problem has prior X1 ∼ Bernoulli
(1

2
)
, and the following

likelihoods for every y1 ∈ F2 and every y2 ∈ Fn−1
2 :

PY1,Y2|X1(y1, y2|0) = PY1|X1(y1|0)PY2|X1(y2|0)

= 1
2

∑
x2∈Fn−1

2

PY2|X2(y2|x2)PX2|X1(x2|0)

= 1
2

∑
x2∈Fn−1

2

PZ2(y2 − x2)1{B1x2 = 0, B2x2 = 0} 2
|C|

= 1
|C|

∑
z2∈Fn−1

2

PZ2(z2)1{B1z2 = B1y2, B2z2 = B2y2} , (5.120)

PY1,Y2|X1(y1, y2|1) = 1
|C|

∑
z2∈Fn−1

2

PZ2(z2)1{B1z2 = B1y2 + 1, B2z2 = B2y2} , (5.121)

where the third equality uses the fact that X2 is uniform over a set of cardinality |C|/2
given any value of X1, because X1 ∼ Bernoulli

(1
2
)
and X is uniform on C. For the coding
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problem, define S1 , B1Y2 and S2 , B2Y2. Due to the Fisher-Neyman factorization
theorem [150, Theorem 3.6], (5.120) and (5.121) demonstrate that (S1, S2) is a sufficient
statistic of (Y1, Y2) for performing inference about X1.

Continuing in the context of the coding problem, define the set C′ = {x ∈ Fn−1
2 :

B1x = 0, B2x = 0}, which is also a linear code, and for any fixed s1 ∈ F2 and s2 ∈ Fm−1
2 ,

define the set S(s1, s2) = {(y1, y2) ∈ F2 × Fn−1
2 : B1y2 = s1, B2y2 = s2}. If there exists

y′2 ∈ Fn−1
2 such that B1y

′
2 = s1 and B2y

′
2 = s2, then S(s1, s2) = {(y1, y2 + y′2) ∈

F2×Fn−1
2 : y2 ∈ C′}, which means that |S(s1, s2)| = 2|C′| = |C| (where the final equality

holds because each vector in C′ corresponds to a codeword in C whose first letter is 0,
and we have assumed that there are an equal number of codewords in C with first letter
1). Hence, for every s1 ∈ F2 and every s2 ∈ Fm−1

2 , the likelihoods of (S1, S2) given X1
can be computed from (5.120) and (5.121):

PS1,S2|X1(s1, s2|0) =
∑

y1∈F2, y2∈Fn−1
2

PY1,Y2|X1(y1, y2|0)1{B1y2 = s1, B2y2 = s2}

= |S(s1, s2)|
|C|

∑
z2∈Fn−1

2

PZ2(z2)1{B1z2 = s1, B2z2 = s2}

=
∑

z2∈Fn−1
2

PZ2(z2)1{B1z2 = s1, B2z2 = s2} , (5.122)

PS1,S2|X1(s1, s2|1) =
∑

z2∈Fn−1
2

PZ2(z2)1{B1z2 = s1 + 1, B2z2 = s2} , (5.123)

where the second equality follows from (5.120) and the third equality clearly holds in
the |S(s1, s2)| = 0 case as well. The likelihoods (5.122) and (5.123) are exactly the
same as the likelihoods (5.118) and (5.119), respectively, that we computed earlier for
the inference problem. Thus, the sufficient statistic (S1, S2) of (Y1, Y2) for X1 in the
coding problem is equivalent to the observation (S′1, S′2) in the inference problem in the
sense that they are defined by the same probability model. As a result, the minimum
probabilities of error in these formulations must be equal.

Part 2: We now assume that the random variables in the two problems are coupled
as in the lemma statement. To prove that S′1 = S1 a.s. and S′2 = S2 a.s., observe that:[

S1
S2

]
=
[
B1Y2
B2Y2

]
=
[
B1X2 +B1Z2
B2X2 +B2Z2

]
=
[
X1 +B1Z2
B2Z2

]
= H

[
X1
Z2

]
=
[
S′1
S′2

]

where the second equality uses (5.116), the third equality holds because B1X2 = X1
and B2X2 = 0 since X ∈ C is a codeword, and the last equality uses (5.117) and the
fact that X1 = X ′ a.s. and Z2 = Z a.s. This proves part 2.

Part 3: Since (S1, S2) is a sufficient statistic of (Y1, Y2) for performing inference
about X1 in the coding problem, and S′1 = S1 a.s. and S′2 = S2 a.s. under the coupling
in the lemma statement, (S′1, S′2) is also a sufficient statistic of (Y1, Y2) for performing
inference about X1 under this coupling. This completes the proof. �
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Recall that we are given a deterministic 2D regular grid where all Boolean processing
functions with two inputs are the XOR rule, and all Boolean processing functions with
one input are the identity rule, i.e. f2(x1, x2) = x1 ⊕ x2 and f1(x) = x. We next prove
Theorem 5.5 using Lemma 5.3.

Proof of Theorem 5.5. We first prove that the problem of decoding the root bit in
the XOR 2D grid is captured by the inference problem defined in (5.117). Let Ek denote
the set of all directed edges in the 2D regular grid above level k ∈ N. Furthermore, let us
associate each edge e ∈ Ek with an independent Bernoulli(δ) random variable Ze ∈ F2.
Since a BSC(δ) can be modeled as addition of an independent Bernoulli(δ) bit (in F2),
the random variables {Ze : e ∈ Ek} define the BSCs of the 2D regular grid up to level
k. Moreover, each vertex at level k ∈ N of the XOR 2D grid is simply a sum (in F2) of
its parent vertices and the random variables on the edges between it and its parents:

∀j ∈ {1, . . . , k − 1}, Xk,j = Xk−1,j−1 ⊕Xk−1,j ⊕ Z(Xk−1,j−1,Xk,j) ⊕ Z(Xk−1,j ,Xk,j) ,

Xk,0 = Xk−1,0 ⊕ Z(Xk−1,0,Xk,0) ,

Xk,k = Xk−1,k−1 ⊕ Z(Xk−1,k−1,Xk,k) .

These recursive formulae for each vertex in terms of its parent vertices can be unwound
so that each vertex is represented as a linear combination (in F2) of the root bit and all
the edge random variables:

∀k ∈ N, ∀j ∈ [k + 1], Xk,j =
((

k

j

)
(mod 2)

)
X0,0 +

∑
e∈Ek

bk,j,eZe (5.124)

where the coefficient of X0,0 can be computed by realizing that the coefficients of the
vertices in the “2D regular grid above Xk,j” (with Xk,j as the root) are defined by the
recursion of Pascal’s triangle, and bk,j,e ∈ F2 are some fixed coefficients. We do not
require detailed knowledge of the values of {bk,j,e ∈ F2 : k ∈ N, j ∈ [k + 1], e ∈ Ek},
but they can also be evaluated via straightforward counting if desired.

In the remainder of this proof, we will fix k to be a power of 2: k = 2m for m ∈ N.
Then, we have: (

k

j

)
≡
(

2m

j

)
≡
{

1 , j ∈ {0, k}
0 , j ∈ {1, . . . , k − 1} (mod 2) (5.125)

since by Lucas’ theorem (see [90]), the parity of
(k
j

)
is 0 if and only if at least one of

the digits of j in base 2 is strictly greater than the corresponding digit of k in base 2,
and the base 2 representation of k = 2m is 10 · · · 0 (with m 0’s). So, for each k, we can
define a binary matrix Hk ∈ F(k+1)×(|Ek|+1)

2 whose rows are indexed by the vertices at
level k and columns are indexed by 1 (first index corresponding to X0,0) followed by the
edges in Ek, and whose rows are made up of the coefficients in (5.124) (where the first
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entry of each row is given by (5.125)). Clearly, we can write (5.124) in matrix-vector
form using Hk for every k:

Xk,0
Xk,1
...

Xk,k−1
Xk,k

 =


1 — bk,0,e —
0 — bk,1,e —
...

...
0 — bk,k−1,e —
1 — bk,k,e —


︸ ︷︷ ︸

, Hk


X0,0
|
Ze
|

 (5.126)

where the vector on the right hand side of (5.126) has first element X0,0 followed by
the random variables {Ze : e ∈ Ek} (indexed consistently with Hk). Our XOR 2D
grid reconstruction problem is to decode X0,0 from the observations (Xk,0, . . . , Xk,k)
with minimum probability of error. Note that we can apply a row operation to Hk

that replaces the last row of Hk with the sum of the first and last rows of Hk to get
the binary matrix H ′k ∈ F(k+1)×(|Ek|+1)

2 , and correspondingly, we can replace Xk,k with
Xk,0 +Xk,k in (5.126) to get the “equivalent” formulation:

Xk,0
Xk,1
...

Xk,k−1
Xk,0 +Xk,k

 = H ′k


X0,0
|
Ze
|

 (5.127)

for every k. Indeed, since we only perform invertible operations to obtain (5.127) from
(5.126), the minimum probability of error for ML decoding X0,0 from the observations
(Xk,0, . . . , Xk,k) under the model (5.126) is equal to the minimum probability of error
for ML decoding X0,0 from the observations (Xk,0, . . . , Xk,k−1, Xk,0 + Xk,k) under the
model (5.127). Furthermore, since H ′k is of the form (5.115), the equivalent XOR 2D
grid reconstruction problem in (5.127) is exactly of the form of the inference problem
in (5.117).

We next transform the XOR 2D grid reconstruction problem in (5.126), or equiva-
lently, (5.127), into a coding problem. By Lemma 5.3, the inference problem in (5.127) is
“equivalent” to a coupled coding problem analogous to (5.116). To describe this coupled
coding problem, consider the linear code defined by the parity check matrix H ′k:

Ck ,
{
w ∈ F|Ek|+1

2 : H ′kw = 0
}

=
{
w ∈ F|Ek|+1

2 : Hkw = 0
}

where the second equality shows that the parity check matrix Hk also generates Ck
(because row operations do not change the nullspace of a matrix). As required by the
coding problem, this linear code contains a codeword of the form [1 wT2 ]T ∈ Ck for
some w2 ∈ F|Ek|2 . To prove this, notice that such a codeword exists if and only if the
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first column [1 0 · · · 0]T of H ′k is in the span of the remaining columns of H ′k. Assume
for the sake of contradiction that such a codeword does not exist. Then, we can decode
X0,0 in the setting of (5.127) with zero probability of error, because the observation
vector on the left hand side of (5.127) is in the span of the second to last columns of
H ′k if and only if X0,0 = 0.98 This leads to a contradiction since it is clear that we
cannot decode the root bit with zero probability of error in the XOR 2D grid. Hence,
a codeword of the form [1 wT2 ]T ∈ Ck for some w2 ∈ F|Ek|2 always exists. Next, we let
Wk = [X0,0 —Wk,e—]T ∈ Ck be a codeword that is drawn uniformly from Ck, where
the first element ofWk is X0,0 and the remaining elements ofWk are {Wk,e : e ∈ Ek}. In
the coupled coding problem, we observe Wk through the additive noise channel model:

Yk ,


Y k

0,0
|

Yk,e
|

 = Wk +


Zk0,0
|
Ze
|

 (5.128)

where {Ze : e ∈ Ek} are the BSC random variables that are independent of Wk,
Zk0,0 is a completely independent Bernoulli

(1
2
)
random variable, Y k

0,0 = X0,0 ⊕ Zk0,0, and
Yk,e = Wk,e ⊕ Ze for e ∈ Ek. Our goal is to decode the first bit of the codeword, X0,0,
with minimum probability of error from the observation Yk. Since we have coupled the
coding problem (5.128) and the inference problem (5.127) according to the coupling in
part 2 of Lemma 5.3, part 3 of Lemma 5.3 shows that (Xk,0, . . . , Xk,k−1, Xk,0 + Xk,k),
or equivalently:  Xk,0

...
Xk,k

 =



∑
e∈Ek

bk,0,eYk,e

...∑
e∈Ek

bk,k,eYk,e

 , (5.129)

is a sufficient statistic of Yk for performing inference about X0,0 in the coding prob-
lem (5.128). Hence, the ML decoder for X0,0 based on the sufficient statistic (Xk,0, . . . ,
Xk,k−1, Xk,0 + Xk,k) (without loss of generality), which achieves the minimum prob-
ability of error in the coding problem (5.128), makes an error if and only if the ML
decision rule for X0,0 based on (Xk,0, . . . , Xk,k−1, Xk,0 +Xk,k), which achieves the min-
imum probability of error in the inference problem (5.127), makes an error. Therefore,
as shown in part 1 of Lemma 5.3, the minimum probabilities of error in the XOR 2D
grid reconstruction problem (5.126) and the coding problem (5.128) are equal, and it
suffices to analyze the coding problem (5.128).

In the coding problem (5.128), we observe the codewordWk after passing it through
memoryless BSCs. We now establish a “cleaner” model where Wk is passed through

98It is worth mentioning that in the ensuing coding problem in (5.128), if such a codeword does not
exist, we can also decode the first codeword bit with zero probability of error because all codewords
must have the first bit equal to 0.
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memoryless BECs. Recall that each BSC(δ) copies its input with probability 1−2δ and
generates an independent Bernoulli

(1
2
)
bit with probability 2δ (as shown in the proof of

Proposition 5.2 in appendix D.3), i.e. for any e ∈ Ek, instead of setting Ze ∼ Bernoulli(δ),
we can generate Ze as follows:

Ze =
{

0 , with probability 1− 2δ
Bernoulli

(
1
2

)
, with probability 2δ

where Bernoulli
(1

2
)
denotes an independent uniform bit. Suppose we know which BSCs

among {Ze : e ∈ Ek} generate independent bits in (5.128). Then, we can perceive each
BSC in {Ze : e ∈ Ek} as an independent BEC(2δ), which erases its input with probability
2δ and produces the erasure symbol e if and only if the corresponding BSC(δ) generates
an independent bit, and copies its input with probability 1−2δ otherwise. (Note that the
BSC defined by Zk0,0 corresponds to a BEC(1) which always erases its input.) Consider
observing the codeword Wk under this BEC model, where X0,0 is erased a.s., and the
remaining bits of Wk are erased independently with probability 2δ, i.e. we observe
Y ′k = [e —Y ′k,e—]T ∈ {0, 1, e}|Ek|+1, where the first entry corresponds to the erased
value of X0,0, and for every e ∈ Ek, Y ′k,e = Wk,e with probability 1−2δ and Y ′k,e = e with
probability 2δ. Clearly, we can obtain Yk from Y ′k by replacing every instance of e in
Y ′k with an independent Bernoulli

(1
2
)
bit. Since the BECs reveal additional information

about which BSCs generate independent bits, the minimum probability of error in ML
decodingX0,0 based on Y ′k under the BEC model lower bounds the minimum probability
of error in ML decoding X0,0 based on Yk under the BSC model (5.128).99 In the rest
of the proof, we establish conditions under which the minimum probability of error for
the BEC model is 1

2 , and then show as a consequence that the minimum probability of
error in the XOR 2D grid reconstruction problem in (5.126) tends to 1

2 as k →∞.
Let Ik ⊆ Ek denote the set of indices where the corresponding elements of Wk are

not erased in the BEC model:

Ik ,
{
e ∈ Ek : Y ′k,e = Wk,e

}
.

The ensuing lemma is a standard exercise in coding theory which shows that the ML
decoder for X0,0 only fails under the BEC model when a special codeword exists in Ck;
see the discussion in [237, Section 3.2].

Lemma 5.4 (Bit-wise ML Decoding [237, Section 3.2]). Suppose we condition on
some realization of Y ′k (in the BEC model), which determines a corresponding realization
of the set of indices Ik. Then, the ML decoder for X0,0 based on Y ′k (with codomain F2)
makes an error with probability 1

2 if and only if there exists a codeword w ∈ Ck with first
element w1 = 1 and we = 0 for all e ∈ Ik.

99Indeed, the ML decoder for X0,0 based on Y ′k has a smaller (or equal) probability of error than
the decoder which first translates Y ′k into Yk by replacing every e with an independent Bernoulli

(
1
2

)
bit, and then applies the ML decoder for X0,0 based on Yk as in the coding problem (5.128). We also
remark that the relation BEC(2δ) �ln BSC(δ) is well-known in information theory, cf. (2.59) and (3.22)
in chapters 2 and 3.
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We next illustrate that such a special codeword exists whenever two particular erasures
occur. Let e1 ∈ Ek and e2 ∈ Ek denote the edges (Xk−1,0, Xk,0) and (Xk−1,k−1, Xk,k)
in the 2D regular grid, respectively. Consider the vector ωk ∈ F|Ek|+1

2 such that ωk1 = 1
(i.e. the first bit is 1), ωke1 = ωke2 = 1, and all other elements of ωk are 0. Then, ωk ∈ Ck
because:

Hk ω
k =


1 — bk,0,e —
0 — bk,1,e —
...

...
0 — bk,k−1,e —
1 — bk,k,e —

ω
k =


1⊕ bk,0,e1 ⊕ bk,0,e2

bk,1,e1 ⊕ bk,1,e2
...

bk,k−1,e1 ⊕ bk,k−1,e2

1⊕ bk,k,e1 ⊕ bk,k,e2

 = 0

where we use the facts that bk,0,e1 = 1, bk,0,e2 = 0, bk,k,e1 = 0, bk,k,e2 = 1, and for any
j ∈ {1, . . . , k− 1}, bk,j,e1 = 0 and bk,j,e2 = 0. (Note that the value of bk,j,ei for i ∈ {0, 1}
and j ∈ [k+ 1] is determined by checking the dependence of vertex Xk,j on the variable
Zei in (5.124), which is straightforward because ei is an edge between the last two layers
at the side of the 2D regular grid up to level k). Since ωk has two 1’s at the indices
e1 and e2 (besides the first bit), if the BECs corresponding to the indices e1 and e2
erase their inputs, i.e. e1, e2 /∈ Ik, then ωk ∈ Ck satisfies the conditions of Lemma 5.4
and the ML decoder for X0,0 based on Y ′k under the BEC model makes an error with
probability 1

2 . Hence, we define the event:

Bk ,
{
Y ′k,e1 = Y ′k,e2 = e

}
= {BECs corresponding to edges e1 ∈ Ek and e2 ∈ Ek erase their inputs}
= {BSCs corresponding to edges e1 ∈ Ek and e2 ∈ Ek generate independent bits} .

As the ML decoder for X0,0 based on Y ′k under the BEC model makes an error with
probability 1

2 conditioned on Bk, we must have:

PY ′
k
|X0,0(y′|0) = PY ′

k
|X0,0(y′|1)

for all realizations y′ ∈ {0, 1, e}|Ek|+1 of Y ′k such that Bk occurs, i.e. y′1 = y′e1 = y′e2 = e.
This implies that Y ′k is conditionally independent of X0,0 given Bk (where we also use
the fact thatX0,0 is independent of Bk). Furthermore, it is straightforward to verify that
Yk is also conditionally independent of X0,0 given Bk, because Yk can be obtained from
Y ′k by replacing e’s with completely independent Bernoulli

(1
2
)
bits. Thus, since (5.129)

shows that Xk is a deterministic function of Yk, Xk is conditionally independent of X0,0
given Bk.

To finish the proof, notice that P(Bk) = (2δ)2 for every k, and the events {Bk : k =
2m, m ∈ N} are mutually independent because the BSCs in the 2D regular grid are all
independent. So, infinitely many of the events {Bk : k = 2m, m ∈ N} occur a.s. by the
second Borel-Cantelli lemma. Let us define:

∀n ∈ N, An ,
n⋃

m=1
B2m
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where the continuity of the underlying probability measure P yields limn→∞ P(An) = 1.
Then, since Xk is conditionally independent of X0,0 given Bk, and Xr is conditionally
independent of X0,0 and Bk given Xk for any r > k, we have that X2m is conditionally
independent of X0,0 given Am for every m ∈ N. Hence, we obtain:

∀m ∈ N, P
(
h2m

ML(X2m) 6= X0,0
∣∣∣Am) = 1

2

where hkML : Fk+1
2 → F2 denotes the ML decoder for X0,0 based on Xk for the XOR 2D

grid reconstruction problem in (5.126). Finally, observe that:

lim
m→∞

P
(
h2m

ML(X2m) 6= X0,0
)

= lim
m→∞

P
(
h2m

ML(X2m) 6= X0,0
∣∣∣Am)P(Am)

+ P
(
h2m

ML(X2m) 6= X0,0
∣∣∣Acm)P(Acm)

= lim
m→∞

P
(
h2m

ML(X2m) 6= X0,0
∣∣∣Am)

= 1
2 .

This completes the proof since the above condition establishes (5.14). �

� 5.10 Conclusion and Future Directions

To conclude, we recapitulate the main contributions of this chapter. For random DAG
models with indegree d ≥ 3, we considered the intuitively reasonable setting where all
Boolean processing functions are the majority rule. We proved in Theorem 5.1 that
reconstruction of the root bit for this model is possible using the majority decision rule
when δ < δmaj and Lk = Ω(log(k)), and impossible using the ML decision rule in all
but a zero measure set of DAGs when δ > δmaj and Lk is sub-exponential. On the other
hand, when the indegree d = 2 so that the choices of Boolean processing functions are
unclear, we derived a similar phase transition in Theorem 5.2 for random DAG models
with AND processing functions at all even levels and OR processing functions at all
odd levels. These main results on random DAG models established the existence of
deterministic DAGs where broadcasting is possible via the probabilistic method. For
example, we conveyed in Corollary 5.1 that for any indegree d ≥ 3, any noise level δ <
δmaj, and Lk = Θ(log(k)), there exists a deterministic DAG with all majority processing
functions such that reconstruction of the root bit is possible. In fact, Proposition 5.2
showed that the scaling Lk = Θ(log(k)) is optimal for such DAGs where broadcasting
is possible. Furthermore, for any δ ∈

(
0, 1

2
)
and any sufficiently large bounded indegrees

and outdegrees, we constructed explicit deterministic DAGs with Lk = Θ(log(k)) and
all majority processing functions such that broadcasting is possible in Theorem 5.3. Our
construction utilized regular bipartite lossless expander graphs between successive layers
of the DAGs, and we showed that the constituent expander graphs can be generated
in either deterministic quasi-polynomial time or randomized polylogarithmic time in
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the number of levels. Finally, we made partial progress towards our conjecture that
broadcasting is impossible in 2D regular grids where all vertices with two inputs use
the same Boolean processing function. In particular, we proved impossibility results for
2D regular grids with all AND and all XOR processing functions in Theorems 5.4 and
5.5, respectively.

We close this discussion with a brief list of open problems that could serve as
compelling directions for future research:

1. We conjectured in subsection 5.4.1 that in the random DAG model with Lk =
O(log(k)) and fixed d ≥ 3, reconstruction is impossible for all choices of Boolean
processing functions when δ ≥ δmaj. Naturally, the analogous question for d = 2
is also open. Based on the reliable computation literature (see the discussion in
subsection 5.4.1), we can conjecture that majority processing functions are optimal
for odd d ≥ 3, and alternating levels of AND and OR processing is optimal for
d = 2, but it is not obvious which processing functions are optimal for general
even d ≥ 4.

2. We provided some evidence for the previous conjecture in the odd d ≥ 3 case in
part 2 of Proposition 5.1. A potentially simpler open question is to extend the
proof of part 2 of Proposition 5.1 in appendix D.1 to show the impossibility of
reconstruction using two (or more) vertices in the odd d ≥ 3 case regardless of the
choices of Boolean processing functions.

3. It is unknown whether a result similar to part 2 of Proposition 5.1 holds for
even d ≥ 2. For the d = 2 setting, a promising direction is to try and exploit
the potential function contraction approach in [280] instead of the TV distance
contraction approach in [86,115].

4. As mentioned in subsection 5.4.2, it is an open problem to find a deterministic
polynomial time algorithm to construct deterministic DAGs with sufficiently large
d and Lk = Θ(log(k)) given some δ for which broadcasting is possible. Indeed, the
deterministic algorithm in Theorem 5.3 takes quasi-polynomial time.

5. As indicated above, for fixed δ, Theorem 5.3 can only construct deterministic DAGs
with sufficiently large d such that broadcasting is possible. However, Corollary
5.1 elucidates that such deterministic DAGs exist for every d ≥ 3 as long as
δ < δmaj. It is an open problem to efficiently construct deterministic DAGs with
Lk = Θ(log(k)) for arbitrary d ≥ 3 and δ < δmaj, or d = 2 and δ < δandor, such
that broadcasting is possible.

6. Recently, the ergodicity of 1D PCA with NAND gates was proved in [127, Theorem
1, Section 2] using a potential (or weight) function contraction approach. Exploit-
ing this idea to prove impossibility of broadcasting in 2D regular grids with all
NAND processing functions could be a fruitful direction of future research. In
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fact, proving this would establish that broadcasting is impossible in the 2D regu-
lar grid model for all symmetric Boolean processing functions. The key difficulty,
however, is finding appropriate potential functions in the 2D regular grid setting
(which is nontrivial because noise is on the edges rather than on the vertices as in
PCA). This difficulty could potentially be circumvented by computationally finding
structured potential functions using sum of squares and semidefinite programming
techniques.

7. Much like how the 2D regular grid with NAND processing functions corresponds
to the 1D PCA with NAND gates, we can define a 2D 45-degree grid model with
3-input majority processing functions that corresponds to Gray’s 1D PCA with
3-input majority gates [108, Example 5].100 Although Gray’s proof sketch of the
ergodicity of his 1D PCA with 3-input majority gates in [108, Section 3] shows ex-
ponentially fast convergence, it obviously does not account for the boundary effects
of 2D grids. It is therefore an interesting future endeavor to study broadcasting in
the 2D 45-degree grid model with 3-input majority processing functions.

8. In view of our conjecture that broadcasting should be possible in 3D regular
grids,101 consider the 3D regular grid with all majority processing functions. If
the boundary conditions of this 3D regular grid are removed, then a simple projec-
tion argument portrays that the resulting 2D PCA (with noise on the edges) uses
Toom’s NEC rule [274]. Since the standard 2D PCA (with noise on the vertices)
that uses Toom’s NEC rule is non-ergodic [274], it is an open problem to analo-
gously establish the feasibility of broadcasting in the 3D regular grid with majority
processing functions by modifying the simple version of Toom’s proof in [92].

� 5.11 Bibliographical Notes

Chapter 5 and appendix D are based primarily on the manuscript [185], and partly on
the earlier draft [184, Theorems 3 and 4] (which will be extended into the forthcoming
manuscript [183]). The work in [185] will also be published in part at the Proceedings
of the IEEE International Symposium on Information Theory (ISIT) 2019 [186].

100A 2D 45-degree grid model has Lk = 2k+ 1 vertices at each level k ∈ N∪{0}, and every vertex has
three outgoing edges that have 45-degree separation between them. Furthermore, all vertices in the 2D
45-degree grid model that are not on or one step away from the boundary have three incoming edges.

101The vertex set of 3D regular grids is the intersection of the 3D integer lattice and the 3D non-
negative orthant.
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Chapter 6

Conclusion and Future Directions

WE conclude our study of information contraction and decomposition by providing
a high-level overview of our main contributions. We began by introducing SD-

PIs for f -divergences in chapter 2, where we proved various properties of contraction
coefficients of source-channel pairs, and notably, derived linear bounds on contraction
coefficients of source-channel pairs in terms of maximal correlation. Then, we extended
the notion of SDPIs for KL divergence in chapter 3 by developing sufficient conditions
for less noisy domination by q-ary symmetric channels and illustrating the relationship
between such domination and logarithmic Sobolev inequalities. Furthermore, we also
established equivalent characterizations of the less noisy preorder using non-linear op-
erator convex f -divergences in chapter 3. In chapter 4, we elucidated the geometry of
SDPIs for χ2-divergence by expounding the elegant modal decompositions of bivariate
distributions. Specifically, we showed that maximal correlation functions are meaning-
ful feature functions that decompose the information contained in categorical bivariate
data, proposed the sample extended ACE algorithm for feature extraction and dimen-
sionality reduction, and analyzed the sample complexity of this algorithm. (We also
studied the peripherally related problem of reliable communication through permuta-
tion channels at the end of chapter 4.) Lastly, we investigated the discrete probability
problem of broadcasting on bounded indegree DAGs in chapter 5, which corresponded
to analyzing the contraction of TV distance in specific Bayesian networks. In particular,
we proved the existence of bounded indegree DAGs with logarithmic layer size where
broadcasting is possible using the probabilistic method, constructed deterministic DAGs
where broadcasting is possible using regular bipartite lossless expander graphs, and es-
tablished the impossibility of broadcasting in certain 2D regular grids.

As is also perhaps evident from our exposition, a guiding precept of this disserta-
tion has been to consider topics and problems with rich histories. Indeed, the extensive
literature reviews we presented for several different areas demonstrate this inherent
proclivity. For example, section 2.2 in chapter 2 provided a survey of f -divergences
and contraction coefficients, subsection 3.1.1 in chapter 3 contained an overview of in-
formation theoretic preorders over channels, section 4.5 in chapter 4 described various
statistical ideas and techniques that are closely related to our feature extraction mecha-
nism, and section 5.1 and the discussion in section 5.4 in chapter 5 explained the relevant
literature on broadcasting and related fields such as Ising models, PCA, and reliable
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computation and storage using noisy circuits. These meticulous collations of references
for the aforementioned areas are collectively another one of our main contributions in
this dissertation.

While each chapter in this dissertation closes with its own individual conclusion and
copious directions of future research, we suggest some further avenues of future research
in the ensuing two sections.

� 6.1 SDPIs for f-Divergences over Bayesian Networks

As mentioned at the outset of chapter 5, a tight recursive bound on the the contraction
coefficient for KL divergence ηKL (of channels) in Bayesian network settings was first
developed by Evans and Schulman in [85] to prove impossibility results for reliable
computation using noisy circuits. This bound was distilled in [231, Theorem 5], where a
close connection to a certain site percolation process on the network was also established
(see subsection 5.4.4 in chapter 5). Furthermore, an analogous result for the Dobrushin
contraction coefficient ηTV was proved in [231, Theorem 8]. Hitherto, ηKL and ηTV are the
only known cases where such recursive bounds have been proven. The proof of the ηKL
case relies crucially on the chain rule for mutual information, cf. [85,231], while the proof
of the ηTV case exploits Goldstein’s simultaneously maximal coupling representation of
the TV distance between two joint distributions, cf. [105, 231]. Neither of these two
properties are shared by general f -divergences. Therefore, an open problem in the field
of SDPIs is to establish a recursive bound on ηf (of channels) for any f -divergence over
Bayesian networks.

Surprisingly, it turns out that such recursive bounds hold for non-linear operator
convex f -divergences (despite these f -divergences not satisfying the chain rule or having
known maximal coupling representations). Indeed, such bounds follow trivially as a
consequence of the well-known result that ηKL(W ) = ηf (W ) for any channel W ∈ PY|X
and every non-linear operator convex function f : (0,∞) → R such that f(1) = 0
(cf. Proposition 2.6 in chapter 2). However, the broader problem of understanding the
contraction of general f -divergences along Bayesian networks remains open.

� 6.2 Potential Function Approach to Broadcasting and Related Problems

On a related but separate front, as conveyed by chapter 5, many commonly used models
of broadcasting and PCA correspond to discrete-time Markov chains (with possibly
uncountable state spaces). The ergodicity of these Markov chains, i.e. whether the
distribution over the states of the Markov chain weakly converges over time, is one of the
main questions of interest when studying these models. For instance, the impossibility
of broadcasting is intuitively implied by the ergodicity (and sufficiently fast convergence
rate) of the Markov chain defined by the underlying Bayesian network.

It is well-known in probability theory that ergodicity and related properties of
discrete-time and time homogeneous Markov chains (with countable state spaces) can
be analyzed using tools from the intimately related fields of martingale theory, Lya-

268



Sec. 6.2. Potential Function Approach to Broadcasting and Related Problems

punov theory, and potential theory, cf. [36, Chapter 5]. For example, Foster’s theorem
characterizes the positive recurrence of Markov chains via the existence of Lyapunov
functions with certain properties. It is also closely related to martingale convergence
based criteria for recurrence of Markov chains. Indeed, such martingale arguments typi-
cally proceed by constructing a martingale from the Markov chain under consideration.
One standard approach of doing this is to apply a harmonic function, which is an eigen-
function of the Markov chain’s conditional expectation operator with eigenvalue 1, to
the random variables defining the Markov chain—this is a specialization of the so called
Dynkin martingale (or Lévy’s martingale). The study of harmonic functions in classical
analysis is known as potential theory, and variants of harmonic functions turn out to
be the desired Lyapunov functions of Foster’s theorem.

We refer to the use of martingale or Lyapunov function based arguments that apply
general potential functions to Markov chains to study their ergodicity as the potential
function approach. Recent developments in the PCA and reliable computation litera-
tures have illustrated the effectiveness of the potential function approach in establishing
impossibility results [127, 280,281]. Indeed, as we outlined in section 5.10 of chapter 5,
the authors of [127] prove that the 1D PCA with noisy NOR gates is ergodic by design-
ing a potential function (or a variant of a Lyapunov function) for which the potentials
of the states of the automaton over time form a supermartingale. Similarly, the author
of [280] devises an appropriate potential function to characterize the noise threshold
above which reliable computation is impossible using formulae with 2-input noisy gates.
In fact, the potential function approach is currently perhaps the most promising ap-
proach to establishing similar noise thresholds for reliable computation using formulae
with d-input noisy gates for general even d ≥ 4. Despite the importance of this approach
in proving impossibility results, there is no known systematic method for constructing
“good” potential functions. Hence, an important future direction is to develop system-
atic ways of generating potential functions to prove ergodicity and other impossibility
results in different models of broadcasting, reliable computation, and PCA. (Note that
this is a much broader objective than the specific suggestions involving the potential
function approach in section 5.10.)

In closing, we remark that research on broadcasting, reliable computation, PCA,
and related areas is becoming particularly germane to our current times. For instance,
new technologies such as quantum computation are genuinely requiring a better grasp
of the behavior of noisy circuits. Furthermore, such research is also opening up avenues
to better understand more fundamental concepts such as the notion of quantum non-
locality in physics, which is known to have deep connections with reliable computation,
cf. [253]. Therefore, further work that develops sharper insights about information con-
traction in Bayesian networks, such as broadcasting DAGs and reliable computation
networks, will potentially be a very fruitful future research endeavor.
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Appendix A

Proofs from Chapter 2

� A.1 Proof of Proposition 2.2

Proof. This proof is outlined in [11], and presented in [180, Theorem 3.2.4] for the
PX ∈ P◦X and PY ∈ P◦Y case. We provide it here for completeness.

Suppose the marginal pmfs of X and Y satisfy PX ∈ P◦X and PY ∈ P◦Y . We first
show that the largest singular value of the DTM B is unity. Consider the matrix:

M = diag
(√

PY
)−1

BTB diag
(√

PY
)

= diag(PY )−1W Tdiag(PX)W
= VW

where V = diag(PY )−1W Tdiag(PX) ∈ PX|Y is the row stochastic reverse transition
probability matrix of conditional pmfs PX|Y . Observe that M has the same set of
eigenvalues as the Gramian of the DTM BTB, because we are simply using a similarity
transformation to define it. As BTB is positive semidefinite, the eigenvalues of M and
BTB are non-negative real numbers by the spectral theorem (see [129, Section 2.5]).
Moreover, since V and W are both row stochastic, their product M = VW is also
row stochastic. Hence, the largest eigenvalue of M and BTB is unity by the Perron-
Frobenius theorem (see [129, Chapter 8]). It follows that the largest singular value of B
is also unity. Notice further that

√
PX and

√
PY are the left and right singular vectors

of B, respectively, corresponding to the singular value of unity. Indeed, we have:√
PXB =

√
PX diag

(√
PX
)
Wdiag

(√
PY
)−1

=
√
PY ,

B
√
PY

T = diag
(√

PX
)
Wdiag

(√
PY
)−1√

PY =
√
PX

T
.

Next, starting from Definition 2.3, let f ∈ R|X | and g ∈ R|Y| be the column vectors
representing the range of the functions f : X → R and g : Y → R, respectively. Note
that we can express the expectations in Definition 2.3 in terms of B, PX , PY , and the
vectors f and g:

E [f(X)g(Y )] =
(
diag

(√
PX
)
f
)T

B
(
diag

(√
PY
)
g
)
,
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E [f(X)] =
√
PX

(
diag

(√
PX
)
f
)
,

E [g(Y )] =
√
PY

(
diag

(√
PY
)
g
)
,

E
[
f2(X)

]
=
∥∥∥diag

(√
PX
)
f
∥∥∥2

2
,

E
[
g2(Y )

]
=
∥∥∥diag

(√
PY
)
g
∥∥∥2

2
.

Letting a = diag
(√
PX
)
f and b = diag

(√
PY
)
g, we have from Definition 2.3:

ρmax(X;Y ) = max
a∈R|X|, b∈R|Y| :√
PXa=

√
PY b=0

‖a‖2
2=‖b‖2

2=1

aTBb

where the optimization is over all a ∈ R|X | and b ∈ R|Y| because PX ∈ P◦X and PY ∈ P◦Y .
Since a and b are orthogonal to the left and right singular vectors corresponding to
the maximum singular value of unity of B, respectively, this maximization produces
the second largest singular value of B using an alternative version (see [235, Lemma
2]) of the Courant-Fischer-Weyl min-max theorem (see Theorem C.1 in appendix C.1
or [129, Theorems 4.2.6 and 7.3.8]). This proves that ρmax(X;Y ) is the second largest
singular value of the DTM when PX ∈ P◦X and PY ∈ P◦Y .

We finally argue that one can assume PX ∈ P◦X and PY ∈ P◦Y without loss of gen-
erality. When PX or PY have zero entries, X and Y only take values in the support
sets supp(PX) ⊆ X and supp (PY ) ⊆ Y respectively, which means that PX ∈ P◦supp(PX)
and PY ∈ P◦supp(PY ). Let B denote the “true” DTM of dimension |X | × |Y| correspond-
ing to the pmf PX,Y on X × Y, and Bsupp denote the “support” DTM of dimension
| supp(PX)| × | supp(PY )| corresponding to the pmf PX,Y on supp(PX) × supp(PY ).
Clearly, B can be constructed from Bsupp by inserting zero vectors into the rows and
columns associated with the zero probability letters in X and Y, respectively. Hence, B
and Bsupp have the same non-zero singular values (counting multiplicity), which implies
that they have the same second largest singular value. This completes the proof. �

� A.2 Proof of Proposition 2.3

Proof.
Part 1: The normalization of contraction coefficients is evident from the non-

negativity of f -divergences and their DPIs (2.17). We remark that in the case of
ηχ2(PX , PY |X) = ρmax(X;Y )2 (where we use (2.37)), 0 ≤ ρmax(X;Y ) ≤ 1 is Rényi’s
third axiom in defining maximal correlation [236].

Part 2: We provide a simple proof of this well-known property. Assume without
loss of generality that PX ∈ P◦X by ignoring any zero probability letters of X . If the
resulting |X | = 1, then X is a constant a.s., and the result follows trivially. So, we
may also assume that |X | ≥ 2. Let W ∈ PY|X denote the row stochastic transition
probability matrix of the channel PY |X . Since W is unit rank (with all its columns
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equal to PY ) if and only if X and Y are independent (which means PY |X=x = PY for
every x ∈ X ), it suffices to show that W is unit rank if and only if ηf (PX , PY |X) = 0.

To prove the forward direction, note that if W is unit rank, all its rows are equal
to PY and we have RXW = PY for all RX ∈ PX . Hence, ηf (PX , PY |X) = 0 using
Definition 2.2, because Df (RXW ||PXW ) = 0 for all input pmfs RX ∈ PX .

To prove the converse direction, we employ a slight variant of the argument in [180]
that was used to prove the ηKL(PX , PY |X) case. For any x ∈ X and δ ∈ (0, 1), consider
RX = (1 − δ)∆x + δu ∈ P◦X , where δ is chosen such that RX 6= PX . Then, since
ηf (PX , PY |X) = 0 and 0 < Df (RX ||PX) < +∞, we have Df (RXW ||PXW ) = 0 as f is
strictly convex at unity. This implies that (1−δ)PY |X=x+δuW = RXW = PXW = PY .
Letting δ → 0 shows that every row of W is equal to PY . Hence, W has unit rank.102

The converse direction can also be proved as follows. If ηf (PX , PY |X) = 0, then
Df (RXW ||PXW ) = 0 for every RX ∈ PX such that Df (RX ||PX) < +∞ using Defini-
tion 2.2. So, RXW = PXW for every RX ∈ P◦X as f is strictly convex at unity (and
PX ∈ P◦X by assumption). This means that every JX ∈

(
R|X |

)∗ satisfying JX1 = 0
and ‖JX‖2 = 1 belongs to the left nullspace of W . (This is because we can obtain any
such JX by defining JX = c (RX − PX) for some appropriate choice of RX ∈ P◦X and
c ∈ R\{0}, where the latter ensures that ‖JX‖2 = 1.) Hence, W T has nullity |X | − 1,
and W is therefore unit rank.

Finally, we also note that in the ηχ2(PX , PY |X) case, this property of maximal cor-
relation is Rényi’s fourth axiom in [236].

Part 3: This part follows immediately from the ensuing lemmata.

Lemma A.1 (Decomposability and Maximal Correlation [5, 289]). The joint
pmf PX,Y is decomposable if and only if ηχ2(PX , PY |X) = ρmax(X;Y )2 = 1.

Proof. Although this result was proved in [5, 289], we provide a proof here for com-
pleteness. Suppose PX,Y is decomposable and there exist functions h : X → R and
g : Y → R such that h(X) = g(Y ) a.s. and VAR(h(X)) > 0. Then, we may assume
without loss of generality that E[h(X)] = 0 and E[h2(X)] = 1, which implies that
ρmax(X;Y ) = 1 using Definition 2.3. So, we have ηχ2(PX , PY |X) = 1 by (2.37).

Conversely, suppose ηχ2(PX , PY |X) = 1, or equivalently, ρmax(X;Y ) = 1 (by (2.37)).
Let h : X → R and g : Y → R be the functions that achieve ρmax(X;Y )—these func-
tions exist when X and Y are finite because Definition 2.3 extremizes a continuous
objective function over compact sets. Clearly, h(X) and g(Y ) are zero mean, unit vari-
ance, and have Pearson correlation coefficient 1. This implies that h(X) = g(Y ) a.s.
via a straightforward (and well-known) Cauchy-Schwarz argument. Therefore, PX,Y is
decomposable. �

Lemma A.2 (Simultaneous Extremality). If f is strictly convex, twice differen-
tiable at unity with f ′′(1) > 0, and f(0) < ∞, then ηχ2(PX , PY |X) = 1 if and only if
ηf (PX , PY |X) = 1.

102We cannot simply execute the argument using RX = ∆x because f(0) could be infinity.
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Proof. The forward direction follows trivially from parts 1 and 7. To prove the converse
direction, suppose ηf (PX , PY |X) = 1. Consider the sequence of input pmfs {R(n)

X ∈ PX :
0 < Df (R(n)

X ||PX) < +∞, n ∈ N} that achieves ηf (PX , PY |X) in the limit:

lim
n→∞

Df (R(n)
X W ||PY )

Df (R(n)
X ||PX)

= 1

whereW ∈ PY|X denotes the row stochastic transition probability matrix corresponding
to the channel PY |X . Using the sequential compactness of PX , we may assume that
R

(n)
X → RX for some RX ∈ PX as n → ∞ (in the `2-norm sense) by passing to a

subsequence if necessary. This leads to two possibilities:
Case 1: Suppose RX = PX . In this case, the proof of Theorem 2.1 in appendix A.3

illustrates that ηf (PX , PY |X) = ηχ2(PX , PY |X). Thus, ηχ2(PX , PY |X) = 1.
Case 2: Suppose RX 6= PX . Since f(0) < ∞, f is strictly convex, and PX ∈ P◦X ,

we have 0 < Df (RX ||PX) < +∞. Hence, we get:

lim
n→∞

Df (R(n)
X W ||PY )

Df (R(n)
X ||PX)

= Df (RXW ||PY )
Df (RX ||PX) = 1

using the continuity of f (which follows from its convexity). Now observe that since f
is strictly convex and 0 < Df (RXW ||PXW ) = Df (RX ||PX) < +∞, Y is a sufficient
statistic of X for performing inference about the pair (RX , PX) (cf. [174, Theorem 14]
or subsection 2.2.1), which in turn implies that (cf. [174, Theorem 14] or subsection
2.2.1):

0 < χ2(RXW ||PXW ) = χ2(RX ||PX) < +∞ .

Therefore, ηχ2(PX , PY |X) = 1 using (2.36). �

Lastly, we note that the ηKL case of this result was proved in [5].
Part 4: This is proven in [234, Proposition III.3].
Part 5: This is proven in [234, Theorem III.9]. We also note that two proofs of

the tensorization property of ηKL can be found in [11], and a proof of the tensorization
property of ηχ2 can be found in [289].

Part 6: To prove the first part, let PU,X,Y denote the joint pmf of (U,X, Y ), and
S ∈ PX|U and W ∈ PY|X denote the row stochastic transition probability matrices
corresponding to the channels PX|U and PY |X , respectively. Then, SW ∈ PY|U is the
row stochastic transition probability matrix corresponding to the channel PY |U using
the Markov property. Observe that for every pmf RU ∈ PU\{PU}:

Df (RUSW ||PUSW ) ≤ ηf (PX , PY |X) ηf (PU , PX|U )Df (RU ||PU )

where PY = PUSW , PX = PUS, and we use the SDPI (2.27) twice. Hence, we have:

ηf (PU , PY |U ) ≤ ηf (PU , PX|U ) ηf (PX , PY |X)
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using Definition 2.2.
The ηχ2 specialization of this result corresponds to the sub-multiplicativity property

of the second largest singular value of the DTM. Such a sub-multiplicativity property
also holds for the ith largest singular value of the DTM, cf. [149, Theorem 2], and is
useful for distributed source and channel coding applications [149]. Moreover, the result
in [149, Theorem 2] is also proved in [75, Theorem 3], where the relation to principal
inertia components and maximal correlation is expounded.

To prove the second part, observe that for fixed PX,Y , and every PU |X such that
U → X → Y form a Markov chain and ηf (PU , PX|U ) > 0 (which requires that X is not
a constant a.s.), we have:

ηf (PU , PY |U )
ηf (PU , PX|U ) ≤ ηf (PX , PY |X) (A.1)

using the sub-multiplicativity property established above. Let U = X a.s. so that
PU |X ∈ PX|X is the identity matrix. Then, ηf (PU , PX|U ) = 1 and ηf (PU , PY |U ) =
ηf (PX , PY |X) using Definition 2.2. Therefore, equality can be achieved in (A.1), and
the proof is complete.

We remark that the ηχ2 case of this result is presented in [16, Lemma 6], where the
authors also prove that the optimal channel PU |X can be taken as PY |X (so that U is a
copy of Y ) instead of the identity matrix (where U = X a.s.).

Part 7: Following the remark after [189, Theorem 5], we prove this result via the
technique used to prove the ηKL case in [189, Theorem 5].

Let W ∈ PY|X denote the row stochastic matrix of the channel PY |X , and B denote
the DTM of the joint pmf PX,Y . Let us define a trajectory of spherically perturbed pmfs
of the form (2.22):

R
(ε)
X = PX + εKX diag

(√
PX
)

where KX ∈ S , {x ∈
(
R|X |

)∗ :
√
PXx

T = 0, ‖x‖2 = 1} is a spherical perturbation
vector. When these pmfs pass through the channel W , we get the output trajectory:

R
(ε)
X W = PY + εKXB diag

(√
PY
)

(A.2)

where B maps input spherical perturbations to output spherical perturbations [139].
Now, starting from Definition 2.2, we have:

ηf (PX , PY |X) = sup
RX∈PX :

0<Df (RX ||PX)<+∞

Df (RXW ||PXW )
Df (RX ||PX)

≥ lim inf
ε→0

sup
KX∈S

‖KXB‖22 + o(1)
‖KX‖22 + o(1)

≥ sup
KX∈S

lim inf
ε→0

‖KXB‖22 + o(1)
1 + o(1)
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= ηχ2(PX , PY |X)
= ρmax(X;Y )2

where the second inequality follows from (2.25) after restricting the supremum over all
pmfs of the form (2.22) (where ε 6= 0 is some sufficiently small fixed value) and then
letting ε → 0, the third inequality follows from the minimax inequality, and the final
two equalities follow from (2.39) and (2.37), respectively. This completes the proof.

We remark that the PX ∈ P◦X and PY ∈ P◦Y assumptions, while useful for defining
the aforementioned trajectories of pmfs, are not essential for this result. For the special
case of ηKL, this result was first proved in [5], and then again in [147] and [189, Theorem
5]—the latter two proofs both use perturbation arguments with different flavors. �

� A.3 Proof of Theorem 2.1

Proof. We begin by defining the function τ : (0,∞)→ [0, 1]:

τ(δ) , sup
RX∈PX :

0<Df (RX ||PX)≤δ

Df (RXW ||PXW )
Df (RX ||PX)

so that what we seek to prove is:

lim
n→∞

τ(δn) = ηχ2(PX , PY |X)

for any decreasing sequence {δn > 0 : n ∈ N} such that limn→∞ δn = 0. Note that
the limit on the left hand side exists because as δn → 0, the supremum in τ(δn) is
non-increasing and bounded below by 0.

We first prove that limn→∞ τ(δn) ≥ ηχ2(PX , PY |X). To this end, consider a trajec-
tory of spherically perturbed pmfs of the form (2.22):

R
(n)
X = PX + εnKX diag

(√
PX
)

where KX ∈ S = {x ∈
(
R|X |

)∗ :
√
PXx

T = 0, ‖x‖2 = 1} is a spherical perturbation
vector. The associated trajectory of output pmfs after passing through W is given by
(A.2):

R
(n)
X W = PY + εnKXB diag

(√
PY
)

where B denotes the DTM corresponding to PX,Y . We ensure that the scalars {εn 6= 0 :
n ∈ N} that define our trajectory satisfy limn→∞ εn = 0 and are sufficiently small such
that:

Df (R(n)
X ||PX) = f ′′(1)

2 ε2n ‖KX‖22 + o
(
ε2n
)
≤ δn

where we use (2.25) (and the fact that f ′′(1) exists and is strictly positive). By definition
of τ , we have:

sup
KX∈S

Df (R(n)
X W ||PXW )

Df (R(n)
X ||PX)

≤ τ(δn)

276



Sec. A.3. Proof of Theorem 2.1

lim
n→∞

sup
KX∈S

f ′′(1)
2 ε2n ‖KXB‖22 + o

(
ε2n
)

f ′′(1)
2 ε2n ‖KX‖22 + o(ε2n)

≤ lim
n→∞

τ(δn)

lim
n→∞

sup
KX∈S

‖KXB‖22 + o(1)
1 + o(1) ≤ lim

n→∞
τ(δn)

ηχ2(PX , PY |X) ≤ lim
n→∞

τ(δn)

where the second inequality uses (2.25) for both the numerator and denominator, and
the final inequality uses the singular value characterization of ηχ2(PX , PY |X) in (2.39).

We next prove that limn→∞ τ(δn) ≤ ηχ2(PX , PY |X). Observe that for each n ∈ N,
there exists a pmf R(n)

X ∈ PX satisfying two properties:

1. 0 < Df (R(n)
X ||PX) ≤ δn

2. 0 ≤ τ(δn)− Df (R(n)
X W ||PXW )

Df (R(n)
X ||PX)

≤ 1
2n

where the first property holds because RX 7→ Df (RX ||PX) is a continuous map for
fixed PX ∈ P◦X (which follows from the convexity of f), and the second property holds
because τ(δn) is defined as a supremum. Since τ(δn) converges as n→∞, we have:103

lim
n→∞

Df (R(n)
X W ||PXW )

Df (R(n)
X ||PX)

= lim
n→∞

τ(δn) . (A.3)

Using the sequential compactness of PX , we can assume that R(n)
X converges as n→∞

(in the `2-norm sense) by passing to a subsequence if necessary. Since Df (R(n)
X ||PX)→ 0

as n→∞, we have that limn→∞R
(n)
X = PX due to the continuity of RX 7→ Df (RX ||PX)

for fixed PX ∈ P◦X and the fact that an f -divergence (where f is strictly convex at unity)
is zero if and only if its input pmfs are equal. Let us define the spherical perturbation
vectors {K(n)

X ∈ S : n ∈ N} using the relation:

R
(n)
X = PX + εnK

(n)
X diag

(√
PX
)

where {εn 6= 0 : n ∈ N} provide the appropriate scalings, and limn→∞ εn = 0 (since
limn→∞R

(n)
X = PX). The corresponding output pmfs are of the form (A.2) mutatis

mutandis, and we can approximate the ratio between output and input f -divergences
as before using (2.25):

Df (R(n)
X W ||PXW )

Df (R(n)
X ||PX)

=
f ′′(1)

2 ε2n

∥∥∥K(n)
X B

∥∥∥2

2
+ o

(
ε2n
)

f ′′(1)
2 ε2n

∥∥∥K(n)
X

∥∥∥2

2
+ o(ε2n)

103Here, we use the fact that if two sequences {an ∈ R : n ∈ N} and {bn ∈ R : n ∈ N} satisfy
limn→∞ |an − bn| = 0 and limn→∞ bn = b ∈ R, then limn→∞ an = b.
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=

∥∥∥K(n)
X B

∥∥∥2

2
+ o(1)

1 + o(1) .

Using the sequential compactness of S, we may assume that limn→∞K
(n)
X = K?

X ∈ S
by passing to a subsequence if necessary. Hence, letting n→∞, we get:

lim
n→∞

τ(δn) = ‖K?
XB‖

2
2 ≤ ηχ2(PX , PY |X)

where the equality follows from (A.3) and the continuity of the map
(
R|X |

)∗ 3 x 7→
‖xB‖22, and the inequality follows from (2.39). This completes the proof. �

� A.4 Proof of Corollary 2.1

Proof. The convex function f : (0,∞) → R, f(t) = t log(t) is clearly strictly convex
and thrice differentiable at unity with f(1) = 0, f ′(1) = 1, f ′′(1) = 1 > 0, and f ′′′(1) =
−1. Moreover, the function g : (0,∞)→ R, g(x) = f(x)−f(0)

x = log(x) is clearly concave
(where f(0) = limt→0+ f(t) = 0). So, to prove Corollary 2.1 using Theorem 2.2, it
suffices to show that f satisfies (2.80) for every t ∈ (0,∞) (cf. [101]):

(
f(t)− f ′(1)(t− 1)

)(
1− f ′′′(1)

3f ′′(1)(t− 1)
)
≥ f ′′(1)

2 (t− 1)2

which simplifies to:
2t(t+ 2) log(t)− (5t+ 1)(t− 1) ≥ 0 .

Define h : (0,∞)→ R, h(t) = 2t(t+ 2) log(t)− (5t+ 1)(t− 1) and observe that:

h′(t) = 4(t+ 1) log(t)− 8(t− 1)

h′′(t) = 4 log(t) + 4
t
− 4 ≥ 0

where the non-negativity of the second derivative follows from the well-known inequal-
ity:

∀x > 0, x log(x) ≥ x− 1 .

Since h is convex (as its second derivative is non-negative) and h(1) = h′(1) = 0, t = 1
is a global minimizer of h and h(t) ≥ 0 for every t ∈ (0,∞) as required.

Finally, we can verify that the constant in Corollary 2.1 is:

f ′(1) + f(0)
f ′′(1) min

x∈X
PX(x)

= 1
min
x∈X

PX(x)

which completes the proof. �
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� A.5 Proof of (2.83)

Proof. Two proofs for (2.83) are provided in our conference paper [189, Lemma 6]. We
present the one with a convex analysis flavor. It involves recognizing that KL divergence
is a Bregman divergence associated with the negative Shannon entropy function, and
then exploiting the strong convexity of the negative Shannon entropy function to bound
KL divergence. Let Hneg : PX → R be the negative Shannon entropy function, which is
defined as:

∀QX ∈ PX , Hneg(QX) ,
∑
x∈X

QX(x) log(QX(x)) .

Since the Bregman divergence corresponding to Hneg is the KL divergence, cf. [21], we
have for all SX ∈ PX and QX ∈ P◦X :

D(SX ||QX) = Hneg(SX)−Hneg(QX)− JX∇Hneg(QX)

where JX = SX − QX is an additive perturbation vector, and ∇Hneg : P◦X → R|X | is
the gradient of Hneg. Moreover, as Hneg is twice continuously differentiable, we have:

∀QX ∈ P◦X , ∇2Hneg(QX) = diag(QX)−1 �PSD I

where ∇2Hneg : P◦X → R|X |×|X | denotes the Hessian matrix of Hneg, and I ∈ R|X |×|X |
denotes the identity matrix. (Note that diag(QX)−1−I is positive semidefinite because it
is a diagonal matrix with non-negative diagonal entries.) Recall from [34, Chapter 9] that
a twice continuously differentiable convex function f : S → R with open domain S ⊆ Rn
is called strongly convex if there exists m > 0 such that for all x ∈ S, ∇2f(x) � mI.
This means that Hneg is strongly convex on P◦X . A consequence of this strong convexity
is the following quadratic lower bound [34, Chapter 9]:

Hneg(SX) ≥ Hneg(QX) + JX∇Hneg(QX) + 1
2 ‖JX‖

2
2

⇔ D(SX ||QX) ≥ 1
2 ‖JX‖

2
2 (A.4)

for every SX ∈ PX and QX ∈ P◦X , where we allow SX ∈ PX\P◦X due to the continuity
of Hneg. This is precisely what we get if we loosen (2.76) in the proof of Lemma 2.2
using ‖JX‖1 ≥ ‖JX‖2 and (2.75). Finally, we have for every SX ∈ PX and QX ∈ P◦X :

D(SX ||QX) ≥ 1
2 ‖JX‖

2
2 ≥

min
x∈X

QX(x)

2 χ2(SX ||QX)

where the second inequality follows from (2.9). This trivially holds for all QX ∈ PX \P◦X
as well. �
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Appendix B

Supplementary Results and
Proofs from Chapter 3

� B.1 Basics of Majorization Theory

Since we use some majorization arguments in our analysis, we first briefly introduce the
notion of group majorization over row vectors in

(
Rq
)∗ (with q ∈ N) in this appendix.

Given a group G ⊆ Rq×q of matrices (with the operation of matrix multiplication), we
may define a preorder called G-majorization over row vectors in

(
Rq
)∗. For two row

vectors x, y ∈
(
Rq
)∗, we say that x G-majorizes y if y ∈ conv({xG : G ∈ G}), where

{xG : G ∈ G} is the orbit of x under the group G. Group majorization intuitively cap-
tures a notion of “spread” of vectors. So, x G-majorizes y when x is more spread out
than y with respect to G. We refer readers to [195, Chapter 14, Section C] and the
references therein for a thorough treatment of group majorization. If we let G be the
symmetric group of all permutation matrices in Rq×q, then G-majorization corresponds
to traditional majorization of vectors in

(
Rq
)∗ as introduced in [121]. The next propo-

sition collects some results about traditional majorization.

Proposition B.1 (Majorization [121,195]). Given two row vectors x = (x1, . . . , xq)
∈
(
Rq
)∗ and y = (y1, . . . , yq) ∈

(
Rq
)∗, let x(1) ≤ · · · ≤ x(q) and y(1) ≤ · · · ≤ y(q) denote

the re-orderings of x and y in ascending order. Then, the following are equivalent:

1. x majorizes y, or equivalently, y resides in the convex hull of all permutations of
x.

2. y = xD for some doubly stochastic matrix D ∈ Rq×qsto .

3. The entries of x and y satisfy:
k∑
i=1

x(i) ≤
k∑
i=1

y(i) , for k = 1, . . . , q − 1 ,

and
q∑
i=1

x(i) =
q∑
i=1

y(i) .

When these conditions are true, we write x �maj y.
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In the context of subsection 3.1.2, given an Abelian group (X ,⊕) of order q, another
useful notion of G-majorization can be obtained by letting G = {Pz ∈ Rq×q : z ∈ X} be
the group of permutation matrices defined in (3.9) that is isomorphic to (X ,⊕). For
such choice of G, we write x �X y when x G-majorizes (or X -majorizes) y for any two
row vectors x, y ∈

(
Rq
)∗. We will only require one fact about such group majorization,

which we present in the next proposition.

Proposition B.2 (Group Majorization). Given two row vectors x, y ∈
(
Rq
)∗, x �X

y if and only if there exists λ ∈ Pq such that y = x circX (λ).

Proof. Observe that:

x �X y ⇔ y ∈ conv({xPz : z ∈ X})
⇔ y = λ circX (x) for some λ ∈ Pq
⇔ y = x circX (λ) for some λ ∈ Pq

where the second step follows from (3.14), and the final step follows from the commu-
tativity of X -circular convolution. �

Proposition B.2 parallels the equivalence between parts 1 and 2 of Proposition B.1,
because circX (λ) is a doubly stochastic matrix for every pmf λ ∈ Pq. In closing our
discussion of group majorization, we mention a well-known special case of the version
of group majorization in Proposition B.2. When (X ,⊕) is the cyclic Abelian group Z/qZ
of integers with addition modulo q, G =

{
Iq, Pq, P

2
q , . . . , P

q−1
q

}
is the group of all cyclic

permutation matrices in Rq×q, where Pq ∈ Rq×q is defined in (3.15). The corresponding
notion of G-majorization is known as cyclic majorization, cf. [102].

We next introduce a variant of the standard notion of majorization (presented in
Proposition B.1) known as weak majorization. As we will see, weak majorization is
indeed “weaker” than the traditional majorization preorder in Proposition B.1, which
is sometimes referred to as strong majorization. We will exploit weak majorization to
derive singular value stability results in appendix C.1.

Given two row vectors x = (x1, . . . , xq) ∈
(
Rq
)∗ and y = (y1, . . . , yq) ∈

(
Rq
)∗, let

x[1] ≥ · · · ≥ x[q] and y[1] ≥ · · · ≥ y[q] denote the re-orderings of x and y in descending
order. We say that x weakly majorizes y if for every k ∈ {1, . . . , q}, cf. [195]:

k∑
i=1

x[i] ≥
k∑
i=1

y[i] . (B.1)

It is worth comparing this definition to part 3 of Proposition B.1. In particular, when
the inequality corresponding to k = q in (B.1) is an equality, it is straightforward to
verify that the weak majorization preorder reduces to the standard strong majorization
preorder. While there are equivalent characterizations of weak majorization analogous
to Proposition B.1, cf. [195], an indispensable characterization of weak majorization is
via Karamata’s inequality (or the majorization inequality).
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Proposition B.3 (Karamata’s Inequality [195]). Given two row vectors x, y ∈(
Rq
)∗, x weakly majorizes y if and only if for every convex non-decreasing function

f : R→ R, we have:
q∑
i=1

f(xi) ≥
q∑
i=1

f(yi) .

We will use Proposition B.3 to prove a class of singular value stability inequalities
in appendix C.1. In closing this appendix, we remark that an analogue of Proposition
B.3 for strong majorization is expounded in [195].

� B.2 Elements of Operator Monotonicity and Operator Convexity

In this appendix, we present some preliminaries on operator monotone and operator
convex functions that will be useful in our analysis. For any non-empty (finite or infinite)
open or closed interval I ⊆ R, let Cn×nHerm(I) denote the set of all n×n Hermitian matrices
with all eigenvalues in I, where Cn×nHerm = Cn×nHerm(R) is the set of all Hermitian matrices.
Given a function f : I → R, we can extend it to a function f : Cn×nHerm(I) → Cn×nHerm as
follows [27, Chapter V.1]:

∀A ∈ Cn×nHerm(I), f(A) , U diag(f(λ1), . . . , f(λn))UH (B.2)

where A = U diag(λ1, . . . , λn)UH is the spectral decomposition of A with real eigen-
values λ1, . . . , λn ∈ I, and U ∈ Vn(Cn) is a unitary matrix. We say that f is operator
monotone if for every n ∈ N, and every pair of matrices A,B ∈ Cn×nHerm(I):

A �PSD B ⇒ f(A) �PSD f(B) (B.3)

where �PSD denotes the Löwner partial order [27, Chapter V.1]. Similarly, we say that
f is operator convex if for every n ∈ N, every pair of matrices A,B ∈ Cn×nHerm(I), and
every λ ∈ [0, 1], cf. [27, Chapter V.1]:104

λf(A) + (1− λ)f(B) �PSD f(λA+ (1− λ)B) . (B.4)

Note that an operator monotone, respectively convex, function f : I → R is clearly
monotone, respectively convex, and its translated affine transformations g : {c+x : x ∈
I} → R, g(t) = af(t− c) + b are also operator monotone, respectively convex, for every
a ≥ 0, b ∈ R, and c ∈ R.

However, it is not clear from these definitions that nontrivial operator monotone and
operator convex functions exist. To remedy this, the celebrated Löwner-Heinz theorem
exhibits several nontrivial examples of such functions [124, 178]. We next present the
relevant aspects of this result that we will utilize in this thesis, cf. [40, Theorem 2.6], [128,
Section 6.6, Problem 17], [27, Theorems V.2.5 and V.2.10, Exercises V.2.11 and V.2.13].
(Note that we have applied an affine transformation to part 2 below for convenience.)

104It is straightforward to verify that A,B ∈ Cn×nHerm(I) implies that λA + (1 − λ)B ∈ Cn×nHerm(I) for all
λ ∈ [0, 1].
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Theorem B.1 (Löwner-Heinz theorem [40,124,178]). The following are true:
1. For every p ∈ [0, 1], the function f : [0,∞)→ R, f(t) = tp is operator monotone.

2. For every α ∈ (0, 1) ∪ (1, 2], the function f : (0,∞) → R, f(t) = tα−1
α−1 is operator

convex.

3. The function f : (0,∞)→ R, f(t) = t log(t) is operator convex.
Parts 1 and 2 of Theorem B.1 illustrate that operator monotonicity and operator

convexity are very closely related to each other, and we refer readers to the various
results in [27, Chapter V] for concrete statements.

A striking property of operator monotone and operator convex functions is that
they are characterized by certain integral representations—see Löwner’s theorems in [27,
Chapter V.4, Problem V.5.5]. These representations are based on deep results from com-
plex analysis concerning the theory of Pick-Herglotz-Nevanlinna functions. The ensuing
lemma presents one such integral representation for operator convex functions which
follows from [46, Equation (7)] and the associated references.
Lemma B.1 (Löwner’s Integral Representation [46]). For every operator convex
function f : (0,∞) → R with f(1) = 0, there exist constants a ∈ R and b ≥ 0, and a
finite positive measure µ on (1,∞) (with its Borel σ-algebra) such that:

∀t > 0, f(t) = a(t− 1) + b(t− 1)2 +
∫

(1,∞)

(t− 1)(ωt− ω − 1)
t+ ω − 1 dµ(ω) . (B.5)

We remark that our f is related to g in [46] by f(t) = g(t− 1), and we “normalize”
f so that f(1) = 0 to ensure that it can be used to define an f -divergence. Furthermore,
as noted in [46], the converse also holds, i.e. functions of the form (B.5) are operator
convex.

Lemma B.1 can be exploited to derive extremely useful integral characterizations of
operator convex f -divergences. Indeed, the next lemma distills such a characterization
from [46, p.33] and presents it in a more transparent form.
Lemma B.2 (Integral Representation of f-Divergences [46, p.33]). Consider
any f -divergence such that f : (0,∞) → R is operator convex and satisfies f(1) = 0.
Then, there exists a constant b ≥ 0 and a finite positive measure τ on (0, 1) (with its
Borel σ-algebra) such that for every RX , PX ∈ PX :

Df (RX ||PX) = b χ2(RX ||PX) +
∫

(0,1)

1 + λ2

λ(1− λ) LCλ(RX ||PX) dτ(λ) .

Proof. Fix any two pmfs RX , PX ∈ PX , and suppose that the random variable X has
pmf PX . Then, since f exhibits the integral representation (B.5) in Lemma B.1, we
substitute t = RX(X)/PX(X) into (B.5) and take expectations to get:

E
[
f

(
RX(X)
PX(X)

)]
= bE

[(
RX(X)
PX(X) − 1

)2]
+
∫

(1,∞)

E


(
RX(X)
PX(X) − 1

)(
ωRX(X)
PX(X) − ω − 1

)
RX(X)
PX(X) + ω − 1

dµ(ω)
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where the first term on the right hand side of (B.5) vanishes after taking expectations
(see the affine invariance property in subsection 2.2.1). This implies that:

Df (RX ||PX) = b χ2(RX ||PX) +
∫

(1,∞)
E


(
1 + ω2)(RX(X)

PX(X) − 1
)2

ω
(
RX(X)
PX(X) + ω − 1

)
 dµ(ω)

where the left hand side follows from Definition 2.1, the χ2-divergence term follows from
the definition in subsection 2.2.1, and the last term follows from the affine invariance
property in subsection 2.2.1 and the relation:

∀t, ω > 0, (t− 1)(ωt− ω − 1)
t+ ω − 1 = (1 + ω2)(t− 1)2

ω(t+ ω − 1) − t− 1
ω

.

Next, observe that the change of variables ω = 1
λ yields:

Df (RX ||PX) = b χ2(RX ||PX) +
∫

(0,1)
E


(
1 + λ2)(RX(X)

PX(X) − 1
)2(

λRX(X)
PX(X) + 1− λ

)
 dτ(λ)

for some finite positive measure τ on (0, 1). Finally, recognizing that the integrand on
the right hand side is a scaled Vincze-Le Cam divergence (see subsection 2.2.1), some
straightforward algebra produces the desired integral representation. �

Lemma B.2 is used in [46, p.33] (in a slightly different form) to prove Proposition
2.6, cf. [46, Theorem 1]. Furthermore, [234, p.3363] also distills the key idea in [46, p.33]
and presents an alternative integral representation (in terms of Vincze-Le Cam and χ2-
divergences) analogous to Lemma B.2. However, the representation in [234, p.3363] only
holds for operator convex functions f where f(0) is finite, while Lemma B.2 holds for
infinite f(0) as well.

� B.3 Proof of Proposition 3.4

Proof.
Part 1: This is obvious from (3.19).
Part 2: Since the DFT matrix jointly diagonalizes all circulant matrices, it diagonal-

izes everyWδ for δ ∈ R (using part 1). The corresponding eigenvalues are all real because
Wδ is symmetric. To explicitly compute these eigenvalues, we refer to [129, Problem
2.2.P10]. Observe that for any row vector x = (x0, . . . , xq−1) ∈

(
Rq
)∗, the corresponding

circulant matrix satisfies:

circZ/qZ(x) =
q−1∑
k=0

xkP
k
q = Fq

q−1∑
k=0

xkD
k
q

FHq
= Fq diag(√q xFq)FHq
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where the first equality follows from (3.12) for the group Z/qZ [129, Section 0.9.6],
Pq = FqDqF

H
q ∈ Rq×q is defined in (3.15), and:

Dq = diag
((

1, exp
(2πi
q

)
, exp

(4πi
q

)
, . . . , exp

(2(q − 1)πi
q

)))
.

Hence, we have:

λj(Wδ) =
q∑

k=1
(wδ)k exp

(2π(j − 1)(k − 1)i
q

)

=
{

1 , j = 1
1− δ − δ

q−1 , j ∈ {2, . . . , q}

where wδ = (1− δ, δ/(q − 1), . . . , δ/(q − 1)).
Part 3: This is also obvious from (3.19)—recall that a square stochastic matrix is

doubly stochastic if and only if its stationary distribution is uniform [129, Section 8.7].
Part 4: For δ 6= q−1

q , we can verify that WτWδ = Iq when τ = −δ/
(
1− δ− δ

q−1
)
by

direct computation:

[WτWδ]j,j = (1− τ) (1− δ) + (q − 1)
(

τ

q − 1

)(
δ

q − 1

)
= 1 , for j ∈ {1, . . . , q} ,

[WτWδ]j,k = δ (1− τ)
q − 1 + τ (1− δ)

q − 1 + (q − 2) τδ

(q − 1)2

= 0 , for j 6= k and j, k ∈ {1, . . . , q} .

The δ = q−1
q case follows from (3.19).

Part 5: The set
{
Wδ : δ ∈ R and δ 6= q−1

q

}
is closed under matrix multiplication.

Indeed, for any ε, δ ∈ R\
{ q−1

q

}
, we can straightforwardly verify that WεWδ = Wτ with

τ = ε + δ − εδ − εδ
q−1 . Moreover, τ 6= q−1

q because Wτ is invertible (since Wε and Wδ

are invertible using part 4). The set also includes the identity matrix as W0 = Iq, and
multiplicative inverses (using part 4). Finally, the associativity of matrix multiplication
and the commutativity of circulant matrices proves that

{
Wδ : δ ∈ R and δ 6= q−1

q

}
is

an Abelian group. �

� B.4 Proof of Theorem 3.2

Let X1, X2, Y1, Y2, Z1, Z2 be discrete random variables with finite alphabets, and let
PYi|Xi and PZi|Xi for i = 1, 2 be discrete channels. We use the notation PY1|X1 ⊗PY2|X2
to represent the tensor product channel from X2

1 to Y 2
1 . (In particular, the stochastic

matrix of PY1|X1 ⊗PY2|X2 is the Kronecker product of the stochastic matrices of PY1|X1
and PY2|X2 .) The next lemma presents the tensorization property of the less noisy
preorder [231, Proposition 16], [268, Proposition 5].
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Lemma B.3 (Tensorization of Less Noisy [231, 268]). If PZi|Xi �ln PYi|Xi for
i = 1, 2, then PZ1|X1 ⊗ PZ2|X2 �ln PY1|X1 ⊗ PY2|X2.

We now prove Theorem 3.2 using Theorem 3.1, Lemma B.3, and the relation (3.22).

Proof of Theorem 3.2. We follow the proof strategy in [231]. First, observe that
ηj = ηKL(PYj |Xj ) for all j ∈ {1, . . . , n} due to Proposition 2.6 in chapter 2 (cf. [46,
Theorem 1]). Hence, using (3.22) (cf. [231, Proposition 15]), we have that the erasure
channel PZj |Xj = E1−ηj with erasure probability 1 − ηj is less noisy than PYj |Xj for
every j ∈ {1, . . . , n}. Next, define the memoryless channel:

PZn1 |Xn
1

=
n∏
j=1

PZj |Xj

which is the tensor product of the erasure channels PZj |Xj over all j ∈ {1, . . . , n}. Then,
Lemma B.3 yields that PZn1 |Xn

1
is less noisy than PY n1 |Xn

1
.

To prove the f -divergence version of Samorodnitsky’s SDPI, fix any pair of input
distributions PXn

1
and QXn

1
. Then, using Theorem 3.1, we have:

Df (PY n1 ||QY n1 ) ≤ Df (PZn1 ||QZn1 ) (B.6)

where PZn1 and QZn1 are the output distributions after passing PXn
1
and QXn

1
through

the channel PZn1 |Xn
1
, respectively. Now notice that the output Zn1 of the product era-

sure channel can be equivalently represented as (XS , S), where the random subset S
represents the indices that are not erased and XS represents the values at these indices.
(Note that Zn1 = (e, . . . , e) corresponds to S = ∅.) Hence, we can write:

Df (PZn1 ||QZn1 ) =
∑

T⊆{1,...,n}
PS(T )

∑
xT

QXT (xT )f
(
PS(T )PXT (xT )
PS(T )QXT (xT )

)
=

∑
T⊆{1,...,n}

PS(T )Df (PXT ||QXT )

where we use the fact that S is independent of Xn
1 and we employ the conventions:

Df (PX∅ ||QX∅) = 0, and PS(T )Df (PXT ||QXT ) = 0 if PS(T ) = 0. Together with (B.6),
this establishes the f -divergence version of Samorodnitsky’s SDPI.

To prove the mutual f -information version of Samorodnitsky’s SDPI, fix any joint
distribution PU,Xn

1
and consider the Markov chain U → Xn

1 → (Y n
1 , Z

n
1 ) such that

Y n
1 and Zn1 are conditionally independent given Xn

1 . This defines a joint distribution
PU,Xn

1 ,Y
n

1 ,Z
n
1
using the channel conditional distributions PY n1 |Xn

1
and PZn1 |Xn

1
. Given any

U = u, it follows from (B.6) that:

Df (PY n1 |U=u||PY n1 ) ≤ Df (PZn1 |U=u||PZn1 )

where PY n1 |U=u and PZn1 |U=u are the two output distributions corresponding to the input
distribution PXn

1 |U=u (due to the Markov relation). Using (2.19) from chapter 2, taking
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expectations with respect to PU yields:

If (U ;Y n
1 ) ≤ If (U ;Zn1 ) . (B.7)

Furthermore, using the equivalence between Zn1 and (XS , S), we have (as before) that:

If (U ;Zn1 ) = If (U ;XS , S)
= Df (PXS |U,SPUPS ||PXS |SPUPS)

=
∑

T⊆{1,...,n}
PS(T )

∑
u

PU (u)
∑
xT

PXT (xT ) f
(
PXT |U (xT |u)PU (u)PS(T )
PXT (xT )PU (u)PS(T )

)

=
∑

T⊆{1,...,n}
PS(T )Df (PU,XT ||PUPXT )

=
∑

T⊆{1,...,n}
PS(T ) If (U ;XT )

where we use (2.18) from chapter 2 and the fact that S is independent of (U,Xn
1 ), and

we employ the conventions: If (U ;X∅) = 0, and PS(T )If (U ;XT ) = 0 if PS(T ) = 0. To-
gether with (B.7), this establishes the mutual f -information version of Samorodnitsky’s
SDPI.

Lastly, the case ηj = η for all j ∈ {1, . . . , n} follows from substituting the expression
for PS(T ) into the mutual f -information version of Samorodnitsky’s SDPI, and then
performing some straightforward manipulations. This completes the proof. �

We remark that under the assumptions of Theorem 3.2, if we additionally have
ηj = η for all j ∈ {1, . . . , n}, then our generalized Samorodnitsky’s SDPI is indeed
tighter than the tensorized SDPI in (3.27):

If (U ;Y n
1 ) ≤

∑
T⊆{1,...,n}

η|T |(1− η)n−|T |If (U ;XT ) ≤ (1− (1− η)n) If (U ;Xn
1 ) . (B.8)

This is because If (U ;Zn1 ) ≤ (1− (1− η)n) If (U ;Xn
1 ) using (3.27) for the product era-

sure channel PZn1 |Xn
1
.

� B.5 Alternative Proof of Lemma 3.1

Our alternative proof of Lemma 3.1 requires the following lemma.

Lemma B.4 (Characterization of X -Circulant Matrices). A matrix A ∈ Rq×q is
X -circulant if and only if it equals its Px-conjugate for each x ∈ X :

∀x ∈ X , A = PxAP
T
x

where the matrices {Px ∈ Rq×q : x ∈ X} are defined in (3.9).
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Proof. The forward direction is obvious because X -circulant matrices commute. To
prove the converse direction, recall that X -circulant matrices are jointly diagonalized
by a unitary “Fourier” matrix of characters F ∈ Vq(Cq). Moreover, every (real) matrix
of the form FDFH for some diagonal matrix D ∈ Cq×q is X -circulant (using (3.12)
and the fact that the diagonal matrices {FHPxF ∈ Cq×q : x ∈ X} form a basis for all
complex diagonal matrices). Now observe that A = PxAP

T
x for every x ∈ X implies that

A commutes with every (complex) X -circulant matrix (using (3.12)). This means that
FHAF commutes with every diagonal matrix, and is therefore itself diagonal. Hence,
A is an X -circulant matrix. This completes the proof. �

A corollary of Lemma B.4 is that A−1 is X -circulant if A is a non-singular X -
circulant matrix. We next prove Lemma 3.1.

Proof. As explained in the earlier proof of Lemma 3.1, it is sufficient to prove that
W �deg V implies V = W circX (z) for some z ∈ Pq. By Definition 3.1, if W �deg V ,
then we have for some R ∈ Rq×qsto :

V = WR

∀x ∈ X , PxV P Tx = PxWP Tx PxRP
T
x

∀x ∈ X , V = WPxRP
T
x

where the third equality holds due to Lemma B.4 because V and W are X -circulant
matrices. Hence, if R degrades W to V , then so does its Px-conjugate for every x ∈ X .
Averaging over all x ∈ X gives:

V = W

(
1
q

∑
x∈X

PxRP
T
x

)
.

The stochastic matrix R′ = 1
q

∑
x∈X PxRP

T
x ∈ Rq×qsto equals its Px-conjugate for all

x ∈ X , since {Px ∈ Rq×q : x ∈ X} is an Abelian group (that is isomorphic to (X ,⊕)).
Therefore, R′ is X -circulant by Lemma B.4. This completes the proof. �

� B.6 Proof of Lemma 3.2

Proof. We provide a proof based on that of [129, Theorem 7.7.3(a)], which handles
the invertible A case. If A is the zero matrix, then the lemma trivially holds. So, we
assume that A is non-zero. Furthermore, notice that if A �PSD B, then K(A) ⊆ K(B).
Indeed, for any x ∈ K(A), 0 = xTAx ≥ xTBx ≥ 0 since A �PSD B �PSD 0, which
implies that x ∈ K(B). So, we will also assume that R(B) ⊆ R(A) (which is equivalent
to K(A) ⊆ K(B) by taking orthogonal complements), and prove that:

A �PSD B ⇔ ρ
(
A†B

)
≤ 1 . (B.9)
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To this end, we first establish that:

A �PSD B ⇔ P �PSD
(
A

1
2
)†
B
(
A

1
2
)†
. (B.10)

This is a consequence of the following argument:

A �PSD B ⇒
(
A

1
2
)†
A
(
A

1
2
)†
�PSD

(
A

1
2
)†
B
(
A

1
2
)†

⇔ P �PSD
(
A

1
2
)†
B
(
A

1
2
)†

⇒ PAP T �PSD PBP T

⇒ A �PSD B

where P , A
1
2 (A

1
2 )† = AA† = P T is the orthogonal projection matrix onto R(A

1
2 ) =

R(A) [106, Section 5.5.4], the second equivalence follows from the facts that A = A
1
2A

1
2

and P 2 = P (idempotency), the third implication easily follows from the first impli-
cation, and the final implication holds because PAP T = A and PBP T = B (since
R(B) ⊆ R(A)).

Next, observe that:

P �PSD
(
A

1
2
)†
B
(
A

1
2
)†

⇔ ρ

((
A

1
2
)†
B
(
A

1
2
)†)
≤ ρ(P ) = 1

⇔ ρ
(
A†BP T

)
≤ 1

⇔ ρ
(
A†B

)
≤ 1 (B.11)

where the spectral radii of P and (A
1
2 )†B(A

1
2 )† equal their largest eigenvalues, re-

spectively, because all their eigenvalues are non-negative. The forward direction of
the first equivalence follows from the Courant-Fischer-Weyl min-max theorem in [129,
Theorem 4.2.6], and the converse direction holds because (A

1
2 )†B(A

1
2 )† ∈ Rq×q�0 and

ρ((A
1
2 )†B(A

1
2 )†) ≤ 1 imply that:

Iq �PSD
(
A

1
2
)†
B
(
A

1
2
)†

⇒ PP T �PSD P
(
A

1
2
)†
B
(
A

1
2
)†
P T

⇒ P �PSD
(
A

1
2
)†
B
(
A

1
2
)†
.

The second equivalence holds because (A
1
2 )†B(A

1
2 )† and A†BP T share the same eigen-

values. Indeed, both matrices have nullspaces containing K(A), and every other eigen-
vector x ∈ R(A) of (A

1
2 )†B(A

1
2 )† has a unique corresponding eigenvector (A

1
2 )†x of

A†BP T with the same eigenvalue. The final equivalence holds because A†BP T = A†B
(since R(B) ⊆ R(A)).

Therefore, combining (B.10) and (B.11) yields (B.9), which completes the proof. �
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� B.7 Alternative Proof of Part 1 (Circle Condition) of Proposition 3.9

Proof. We provide an alternative Fourier analytic proof of the circle condition in part
1 of Proposition 3.9. Since all X -circulant matrices are jointly diagonalized by a unitary
“Fourier” matrix of characters F ∈ Vq(Cq), we have:

W = F diag(λw)FH

V = F diag(λv)FH

where λw ∈ Cq and λv ∈ Cq are the eigenvalues of W and V , respectively. This gives
us:

WW T = F diag
(
|λw|2

)
FH

V V T = F diag
(
|λv|2

)
FH

where |λw|2 ∈ Rq and |λv|2 ∈ Rq denote vectors that are the entry-wise squared mag-
nitudes of λw and λv, respectively. Since W �ln V , letting PX = u (which means that
PXW = PXV = u) in part 2 of Proposition 3.8 gives:

WW T �PSD V V T

diag
(
|λw|2

)
�PSD diag

(
|λv|2

)
‖λw‖22 ≥ ‖λv‖

2
2

‖w‖22 ≥ ‖v‖
2
2

‖w − u‖22 ≥ ‖v − u‖22

where the second statement is a non-singular ∗-congruence using F , the fourth inequality
follows from an analog of the standard Parseval-Plancherel theorem: q ‖w‖22 = ‖W‖2Fro =
‖diag(λw)‖2Fro = ‖λw‖22 and q ‖v‖22 = ‖λv‖22 (due to (3.14) and the unitary invariance of
the Frobenius norm ‖·‖Fro), and the final inequality holds because ‖w‖22 = ‖w − u‖22 +
‖u‖22 and ‖v‖22 = ‖v − u‖22+‖u‖22 as w−u and v−u are orthogonal to u. This completes
the proof. �

We remark that the circle condition is not sufficient to deduce whetherW �ln V . For
example, if (X ,⊕) is a cyclic Abelian group and F = Fq is the DFT matrix, then there
exist pmfs w, v ∈ Pq such that ‖w‖2 ≥ ‖v‖2 but the corresponding Fourier coefficients
(or eigenvalues of W and V ) do not satisfy |λw| ≥ |λv| entry-wise.

� B.8 Proof of Proposition 3.12

Proof.
Part 1: We first recall from [69, Appendix, Theorem A.1] that the Markov chain
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1u ∈ Rq×qsto with uniform stationary distribution π = u ∈ Pq has LSI constant:

α(1u) = inf
f∈L2(X ,u):
‖f‖u=1

D(f2u||u)6=0

Estd(f, f)
D(f2u||u) =


1
2 , q = 2

1− 2
q

log(q−1) , q > 2
.

Now using (3.35), α(Wδ) = qδ
q−1α(1u), which proves part 1.

Part 2: Observe that WδW
∗
δ = WδW

T
δ = W 2

δ = Wδ′ , where the first equality holds
because Wδ has uniform stationary pmf, and δ′ = δ

(
2 − qδ

q−1
)
using the proof of part

5 of Proposition 3.4. As a result, the discrete LSI constant α(WδW
∗
δ ) = α(Wδ′), which

we can calculate using part 1 of this proposition.
Part 3: It is well-known in the literature that ρmax(X;Y ) equals the second largest

singular value of the DTM Wδ = diag
(√

u
)
Wδ diag

(√
u
)−1 (see e.g. Proposition 2.2 in

chapter 2). Hence, from part 2 of Proposition 3.4, we have ρmax(X;Y ) =
∣∣1− δ − δ

q−1
∣∣.

Part 4: First recall that the Dobrushin contraction coefficient (for TV distance) of
Wδ can be computed using the two-point characterization (2.49) in chapter 2:

ηTV(Wδ) = 1
2 max
x,x′∈[q]

∥∥∥wδP xq − wδP x′q ∥∥∥1
=
∣∣∣∣1− δ − δ

q − 1

∣∣∣∣
where wδ is the noise pmf ofWδ for δ ∈ [0, 1] (see (3.18)), Pq ∈ Rq×q is defined in (3.15),
and we use (2.4) to represent TV distance. Moreover, using part 7 of Proposition 2.3,
Definition 2.5, and part 7 of Proposition 2.5, we have:

ρmax(X;Y )2 ≤ ηKL(Wδ) ≤ ηTV(Wδ) (B.12)

where the joint distribution of (X,Y ) is given in part 3 of this proposition. Hence, the
value of ηTV(Wδ) and part 3 establish part 4. This completes the proof. �

� B.9 Auxiliary Result: Domination Factor Function

Proposition B.4 (Properties of Domination Factor Function). Given a chan-
nel V ∈ Rq×rsto that is strictly positive entry-wise, its domination factor function µV :(
0, q−1

q

)
→ R (defined in (3.65)) is continuous, convex, and strictly increasing. More-

over, we have limδ→ q−1
q
µV (δ) = +∞.

Proof. We first prove that µV is finite on
(
0, q−1

q

)
. For any PX , QX ∈ Pq and any

δ ∈
(
0, q−1

q

)
, we have:

D(PXV ||QXV ) ≤ χ2(PXV ||QXV ) ≤ ‖(PX −QX)V ‖22
ν

≤
‖PX −QX‖22 ‖V ‖

2
op

ν

where the first inequality follows from Lemma 2.3 in chapter 2, and ν = min{[V ]i,j :
i ∈ {1, . . . , q}, j ∈ {1, . . . , r}}. Furthermore, for any PX , QX ∈ Pq and any δ ∈

(
0, q−1

q

)
,

292



Sec. B.9. Auxiliary Result: Domination Factor Function

we also have:

D(PXWδ||QXWδ) ≥
1
2 ‖(PX −QX)Wδ‖22 ≥

1
2 ‖PX −QX‖

2
2

(
1− δ − δ

q − 1

)2

where the first inequality follows from e.g. (A.4) in appendix A.5, and the second
inequality follows from part 2 of Proposition 3.4. Hence, we get:

∀δ ∈
(

0, q − 1
q

)
, µV (δ) ≤

2 ‖V ‖2op

ν
(
1− δ − δ

q−1

)2 . (B.13)

To prove that µV is strictly increasing, observe that Wδ′ �deg Wδ for 0 < δ′ < δ <
q−1
q , because Wδ = Wδ′Wp with:

p = δ − δ′

1− δ′ − δ′

q−1
+ δδ′

1− δ′ − δ′

q−1
+

δδ′

q−1

1− δ′ − δ′

q−1

= δ − δ′

1− δ′ − δ′

q−1
∈
(

0, q − 1
q

)

where we use part 4 of Proposition 3.4, the proof of part 5 of Proposition 3.4 in appendix
B.3, and the fact that Wp = W−1

δ′ Wδ. As a result, we have for every PX , QX ∈ Pq:

D(PXWδ||QXWδ) ≤ ηKL(Wp)D(PXWδ′ ||QXWδ′)

using the SDPI for KL divergence, where part 4 of Proposition 3.12 reveals that
ηKL(Wp) ∈ (0, 1) since p ∈

(
0, q−1

q

)
. Hence, we have for 0 < δ′ < δ < q−1

q :

µV
(
δ′
)
≤ ηKL(Wp)µV (δ) (B.14)

using (3.65), and the fact that 0 < D(PXWδ′ ||QXWδ′) < +∞ if and only if 0 <
D(PXWδ||QXWδ) < +∞. This implies that µV is strictly increasing.

We next establish that µV is convex and continuous. For any fixed PX , QX ∈ Pq
such that PX 6= QX , consider the function δ 7→ D(PXV ||QXV ) /D(PXWδ||QXWδ) with
domain

(
0, q−1

q

)
. This function is convex, because δ 7→ D(PXWδ||QXWδ) is convex by

the convexity of KL divergence, and the reciprocal of a non-negative convex function
is convex. Therefore, µV is convex since (3.65) defines it as a pointwise supremum of a
collection of convex functions. Furthermore, we note that µV is also continuous since a
convex function is continuous on the interior of its domain.

Finally, observe that:

lim inf
δ→ q−1

q

µV (δ) ≥ sup
PX ,QX∈Pq
PX 6=QX

lim inf
δ→ q−1

q

D(PXV ||QXV )
D(PXWδ||QXWδ)
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= sup
PX ,QX∈Pq
PX 6=QX

D(PXV ||QXV )
lim sup
δ→ q−1

q

D(PXWδ||QXWδ)

= +∞

where the first inequality follows from the minimax inequality and (3.65) (note that
0 < D(PXWδ||QXWδ) < +∞ for PX 6= QX and δ close to q−1

q ), and the final equality
holds because PXW(q−1)/q = u for every PX ∈ Pq. This completes the proof. �

� B.10 Auxiliary Result: Löwner Domination Lemma

Lemma B.5 (Gramian Löwner Domination implies Symmetric Part Löwner
Domination). Given A ∈ Rq×q�0 and B ∈ Rq×q that is normal, we have:

A2 = AAT �PSD BBT ⇒ A = A+AT

2 �PSD
B +BT

2 .

Proof. Since AAT �PSD BBT �PSD 0, using part 1 of Theorem B.1 (the Löwner-Heinz
theorem) in appendix B.2 with p = 1

2 , we get (cf. (3.84)):

A =
(
AAT

) 1
2 �PSD

(
BBT

) 1
2 �PSD 0

where the first equality holds because A ∈ Rq×q�0 . It suffices to now prove that:

(
BBT

) 1
2 �PSD

B +BT

2

as the transitive property of �PSD will produce A �PSD
(
B+BT

)
/2. Since B is normal,

B = UDUH by the complex spectral theorem [17, Theorem 7.9], where U ∈ Vq(Cq)
is a unitary matrix and D ∈ Cq×q is a complex diagonal matrix. Using this unitary
diagonalization, we have:

U |D|UH =
(
BBT

) 1
2 �PSD

B +BT

2 = U Re{D}UH

since |D| �PSD Re{D}, where |D| and Re{D} denote the element-wise magnitude and
real part of D, respectively. This completes the proof. �

294



Appendix C

Supplementary Results and
Proofs from Chapter 4

� C.1 Basics of Matrix Perturbation Theory

Matrix perturbation theory studies how perturbations of a matrix affect different de-
compositions such as its spectral decomposition or its SVD. We will survey some basic
singular value stability inequalities in this appendix; much of our discussion is based on
the reference texts [128], [270], and [264], and a survey of perturbation theory for the
SVD in [263]. To present these inequalities, we first introduce some relevant background.

Fix any m,n ∈ N and consider the vector space of all real m× n matrices Rm×n. A
rather useful, but not very widely known, unitarily invariant norm on this space is the
(p, k)-norm. For any matrix A ∈ Rm×n, let σi(A) denote the ith largest singular value
of A for i ∈ {1, . . . ,min{m,n}}:

σ1(A) ≥ σ2(A) ≥ · · · ≥ σmin{m,n}(A) ≥ 0 , (C.1)

{ψA1 , . . . , ψAn } ⊆ Rn denote the orthonormal basis of right (or input) singular vectors
of A, and {φA1 , . . . , φAm} ⊆ Rm denote orthonormal basis of left (or output) singular
vectors of A, where for every i ∈ {1, . . . ,min{m,n}}:

AψAi = σi(A)φAi and ATφAi = σi(A)ψAi . (C.2)

Then, the (p, k)-norm of A for p ∈ [1,∞] and k ∈ {1, . . . ,min{m,n}} is defined as:

‖A‖(p,k) ,

(
k∑
i=1

σi(A)p
) 1
p

for p ∈ [1,∞), and ‖A‖(∞,k) , σ1(A) (C.3)

where the norm does not depend on k when p = ∞, cf. [171], [27, Equation (IV.47),
p.95].105 The (p, k)-norms generalize various other well-known matrix norms. In partic-
ular, the (∞, k)-norms are all the operator norm (or spectral norm or induced `2-norm):

∀A ∈ Rm×n, ‖A‖op , ‖A‖(∞,k) = σ1(A) , (C.4)
105The only difficulty in proving that this is a valid norm is in checking the triangle inequality. This

follows from Proposition C.3 and the (reverse) Minkowski inequality.
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the (2,min{m,n})-norm is the Frobenius norm (or Hilbert-Schmidt norm):

∀A ∈ Rm×n, ‖A‖Fro , ‖A‖(2,min{m,n}) =
√

tr(ATA) =

√√√√ m∑
i=1

n∑
j=1

[A]2i,j , (C.5)

the (1,min{m,n})-norm is the nuclear norm (or trace norm), the (p,min{m,n})-norms
are the Schatten `p-norms, and the (1, k)-norms are the Ky Fan k-norms.

As further background, we next present the Courant-Fischer-Weyl min-max theorem
for singular values, cf. [128, Theorem 3.1.2], [129, Theorems 4.2.6 and 7.3.8], [270,
Theorem 1.3.2 and Exercise 1.3.21], since spectral stability inequalities are often derived
from such variational characterizations of spectra (eigenvalues or singular values).

Theorem C.1 (Courant-Fischer-Weyl Min-max Theorem [128,129,270]). For
any matrix A ∈ Rm×n, the kth largest singular value of A for any k ∈ {1, . . . ,min{m,n}}
is given by:

σk(A) = min
V⊆Rn:

dim(V )=n−k+1

max
x∈V :
‖x‖2=1

‖Ax‖2

= max
V⊆Rn:

dim(V )=k

min
x∈V :
‖x‖2=1

‖Ax‖2

where V denotes a linear subspace of Rn, and dim(V ) denotes the dimension of V .

We note that for the largest singular value, Theorem C.1 simplifies to the well-known
expression:

σ1(A) = max
x∈Rn:
‖x‖2=1

‖Ax‖2 . (C.6)

Using the variational characterization in Theorem C.1, we can prove (perhaps) the
most basic singular value stability result known as the Weyl inequality [129, Corollary
7.3.5(a)], [263, Theorem 1]. This inequality portrays that perturbations of the singular
values of a matrix are bounded by the operator norm of the perturbation matrix.

Proposition C.1 (Weyl Inequality [129,263]). For any two matrices A,B ∈ Rm×n,
we have:

max
k∈{1,...,min{m,n}}

|σk(A)− σk(B)| ≤ ‖A−B‖op .

Proof. We provide a proof for completeness. Consider a matrix B ∈ Rm×n which is
(additively) perturbed by a matrix A − B ∈ Rm×n to produce the matrix A ∈ Rm×n.
Observe that for any k ∈ {1, . . . ,min{m,n}} and any x ∈ Rn with ‖x‖2 = 1, we have:

Ax = Bx+ (A−B)x
‖Ax‖2 ≤ ‖Bx‖2 + ‖(A−B)x‖2
σk(A) ≤ σk(B) + σ1(A−B)
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σk(A)− σk(B) ≤ ‖A−B‖op (C.7)

where the second inequality follows from the triangle inequality (with equality if and
only if Bx or (A − B)x is a non-negative scalar multiple of the other), and the third
inequality follows from first taking the maximum of ‖(A−B)x‖2 over all x ∈ Rn such
that ‖x‖2 = 1 and then using Theorem C.1. (Note that (C.7) holds with equality if
ψA−B1 = ψAk = ψBk and φA−B1 = φBk .) Likewise, we can show that:

σk(B)− σk(A) ≤ ‖B −A‖op = ‖A−B‖op (C.8)

because B is a perturbation of A by B −A. Combining (C.7) and (C.8) completes the
proof. �

Proposition C.1 is indeed a stability result because it demonstrates that the map
σk : Rm×n → [0,∞) is Lipschitz continuous for every k ∈ {1, . . . ,min{m,n}} [270].
Much like the proof of Proposition C.1, a more general variational characterization of
singular values analogous to the Wielandt minimax formula in [270, Exercise 1.3.3] can
be used to derive a more powerful singular value stability result known as the Lidskii
inequality, cf. [270, Exercise 1.3.22(ii)]. We reproduce a variant of the Lidskii inequality
from [128, Theorem 3.4.5] below.

Proposition C.2 (Lidskii Inequality [128], [270]). For any two matrices A,B ∈
Rm×n, we have:

k∑
j=1

∣∣∣σij (A)− σij (B)
∣∣∣ ≤ ‖A−B‖(1,k)

for every k ∈ {1, . . . ,min{m,n}} and every set of indices 1 ≤ i1 < i2 < · · · < ik ≤
min{m,n}. Equivalently, using the definition of weak majorization in (B.1) of appendix
B.1, we have that the sequence of singular values of the perturbation matrix A − B,
(σ1(A− B), . . . , σmin{m,n}(A− B)), weakly majorizes the sequence of absolute singular
value differences (|σ1(A)− σ1(B)|, . . . , |σmin{m,n}(A)− σmin{m,n}(B)|).

It is easy to see that Proposition C.2 also conveys that the truncated sequence of
singular values (σ1(A − B), . . . , σk(A − B)) weakly majorizes the truncated sequence
of absolute singular value differences (|σ1(A) − σ1(B)|, . . . , |σk(A) − σk(B)|) for any
k ∈ {1, . . . ,min{m,n}}. Hence, applying Karamata’s inequality in Proposition B.3 of
appendix B.1 to this weak majorization result yields:

k∑
i=1

f(|σi(A)− σi(B)|) ≤
k∑
i=1

f(σi(A−B)) (C.9)

for every convex non-decreasing function f : R→ R and every k ∈ {1, . . . ,min{m,n}}.
This begets the following general stability inequality for singular values which we dub
the generalized Wielandt-Hoffman inequality.
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Proposition C.3 (Generalized Wielandt-Hoffman Inequality). For any two ma-
trices A,B ∈ Rm×n, we have:

(
k∑
i=1
|σi(A)− σi(B)|p

) 1
p

≤ ‖A−B‖(p,k)

for every p ∈ [1,∞] and k ∈ {1, . . . ,min{m,n}}.

Proof. The author of [270] delineates how the k = min{m,n} case of this result can be
proved using Hölder’s inequality and its extremal equality case. We present a shorter
alternative proof for general k ∈ {1, . . . ,min{m,n}} based on the majorization observa-
tions stemming from [128]. Since the p =∞ case corresponds to the Weyl inequality in
Proposition C.1 (regardless of k), it suffices to prove the generalized Wielandt-Hoffman
inequality for p ∈ [1,∞). To this end, fix any p ∈ [1,∞) and any k ∈ {1, . . . ,min{m,n}}.
Then, using (C.9), we have:

k∑
i=1
|σi(A)− σi(B)|p ≤

k∑
i=1

σi(A−B)p

where we define f : R→ R as f(x) = xp. This implies that:

(
k∑
i=1
|σi(A)− σi(B)|p

) 1
p

≤ ‖A−B‖(p,k)

which completes the proof. �

Proposition C.3 generalizes several singular value stability inequalities such as the
Weyl inequality in Proposition C.1 where p =∞ (and the value of k does not matter),
the Mirsky inequality (which is also known as the Wielandt-Hoffman inequality) [263,
264]: min{m,n}∑

i=1
(σi(A)− σi(B))2

 1
2

≤ ‖A−B‖Fro (C.10)

where p = 2 and k = min{m,n}, and the p-Wielandt-Hoffman inequality [270]:

min{m,n}∑
i=1

(σi(A)− σi(B))p
 1

p

≤ ‖A−B‖(p,min{m,n}) (C.11)

where p ∈ [1,∞] is general and k = min{m,n}.
We next derive two stability inequalities for norms using the aforementioned results,

which we will exploit in chapter 4. The first of these lemmata upper bounds the Ky Fan
k-norm difference between two matrices via the Frobenius norm of their difference.

298



Sec. C.1. Basics of Matrix Perturbation Theory

Lemma C.1 (Ky Fan k-Norm Stability). For any two matrices A,B ∈ Rm×n and
every k ∈ {1, . . . ,min{m,n}}, we have:∣∣∣‖A‖(1,k) − ‖B‖(1,k)

∣∣∣ ≤ √k ‖A−B‖Fro .

Proof. Observe that:

∣∣∣‖A‖(1,k) − ‖B‖(1,k)

∣∣∣ ≤ k∑
i=1
|σi(A)− σi(B)|

≤
k∑
i=1

σi(A−B)

≤
√
k

√√√√ k∑
i=1

σi(A−B)2

≤
√
k

√√√√√min{m,n}∑
i=1

σi(A−B)2

≤
√
k ‖A−B‖Fro

where the first inequality follows from the triangle inequality, the second inequality
follows from the Lidskii inequality in Proposition C.2, the third inequality follows from
the Cauchy-Schwarz inequality,106 and the final inequality holds by definition of the
Frobenius norm. �

We remark that the scaling factor of
√
k in Lemma C.1 is essential. Indeed, although

the Mirsky inequality in (C.10) upper bounds
∑min{m,n}
i=1 (σi(A)− σi(B))2 using ‖A −

B‖2Fro, we cannot upper bound
∑min{m,n}
i=1 |σi(A)− σi(B)| using ‖A − B‖Fro because

`1-norms are greater than or equal to `2-norms in general.
Our second lemma establishes a certain stability result for the squared (2, k)-norm

of a matrix.

Lemma C.2 (Squared (2, k)-Norm Stability). For any two matrices A,B ∈ Rm×n
and every k ∈ {1, . . . ,min{m,n}}, we have:∣∣∣∣‖A‖2(2,k) −

∥∥∥AΨB
(k)

∥∥∥2

Fro

∣∣∣∣ =
∣∣∣∣∥∥∥AΨA

(k)

∥∥∥2

Fro
−
∥∥∥AΨB

(k)

∥∥∥2

Fro

∣∣∣∣ ≤ 4k ‖A‖op ‖A−B‖op

where ΨA
(k) , [ψA1 · · ·ψAk ] ∈ Vk(Rn) denotes the orthonormal k-frame that collects the

first k right singular vectors of A.
106This is a useful trick when proving probabilistic bounds for matrix norms, cf. [45, Equation (2)].
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Proof. The first equality holds because:

∥∥∥AΨA
(k)

∥∥∥2

Fro
=

k∑
i=1

σi(A)2 = ‖A‖2(2,k) .

To prove the second inequality, observe that:∣∣∣∣∥∥∥AΨA
(k)

∥∥∥2

Fro
−
∥∥∥AΨB

(k)

∥∥∥2

Fro

∣∣∣∣ =
∣∣∣∣∣
k∑
i=1

∥∥∥AψAi ∥∥∥2

2
−
∥∥∥AψBi ∥∥∥2

2

∣∣∣∣∣
≤

k∑
i=1

∣∣∣∣∥∥∥AψAi ∥∥∥2

2
−
∥∥∥AψBi ∥∥∥2

2

∣∣∣∣
=

k∑
i=1

∣∣∣∥∥∥AψAi ∥∥∥2
−
∥∥∥AψBi ∥∥∥2

∣∣∣ (∥∥∥AψAi ∥∥∥2
+
∥∥∥AψBi ∥∥∥2

)

≤ 2 ‖A‖op

k∑
i=1

∣∣∣∥∥∥AψAi ∥∥∥2
−
∥∥∥AψBi ∥∥∥2

∣∣∣ (C.12)

≤ 2 ‖A‖op

k∑
i=1

∣∣∣∥∥∥AψAi ∥∥∥2
−
∥∥∥BψBi ∥∥∥2

∣∣∣+ ∣∣∣∥∥∥BψBi ∥∥∥2
−
∥∥∥AψBi ∥∥∥2

∣∣∣
≤ 2 ‖A‖op

k∑
i=1
|σi(A)− σi(B)|+

∥∥∥(A−B)ψBi
∥∥∥

2

≤ 2 ‖A‖op

k∑
i=1
‖A−B‖op + ‖A−B‖op

= 4k ‖A‖op ‖A−B‖op

where the second inequality uses the triangle inequality, the fourth inequality holds
because ‖Ax‖2 ≤ ‖A‖op for x ∈ Rn such that ‖x‖2 = 1, the fifth inequality uses the
triangle inequality, the sixth inequality follows from the reverse triangle inequality and
the relations ‖AψAi ‖2 = σi(A) and ‖BψBi ‖2 = σi(B), and the seventh inequality follows
from the Weyl inequality in Proposition C.1 and the fact that ‖(A−B)x‖2 ≤ ‖A−B‖op
for x ∈ Rn such that ‖x‖2 = 1. This completes the proof. �

This concludes our discussion on spectral stability inequalities.

� C.2 Elements of Large Deviations Theory and Concentration of Measure

In this appendix, we introduce some basic results from large deviations theory and the
theory of exponential concentration of measure inequalities. We begin by presenting
the celebrated Sanov’s theorem from large deviations theory, cf. [65, Theorem 2.1.10
and Exercises 2.1.16, 2.1.18, and 2.1.19] and [59, Theorem 2.1]. Fix a finite alphabet X
such that 2 ≤ |X | <∞ and a pmf PX ∈ P◦X on X , and consider a sequence of discrete
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random variables {Xk : k ∈ N} that are drawn i.i.d. from PX . For every n ∈ N, let
P̂Xn

1
∈ PX denote the (random) empirical distribution of the observations Xn

1 :

∀x ∈ X , P̂Xn
1

(x) , 1
n

n∑
i=1

1{Xi = x} , (C.13)

and Ên[·] denote the empirical expectation operator of the observations Xn
1 :

Ên[f(X)] , EP̂Xn1
[f(X)] =

∑
x∈X

P̂Xn
1

(x)f(x) = 1
n

n∑
i=1

f(Xi) (C.14)

for every function f : X → R. Sanov’s theorem illustrates that the empirical distribu-
tions {P̂Xn

1
: n ∈ N} satisfy a large deviations principle with speed n and rate function

given by KL divergence D(·||PX).

Theorem C.2 (Sanov’s Theorem [59,65]). For every Borel subset of pmfs S ⊆ PX ,
we have:

− inf
QX∈S◦

D(QX ||PX) ≤ lim inf
n→∞

1
n

log
(
P
(
P̂Xn

1
∈ S

))
≤ lim sup

n→∞

1
n

log
(
P
(
P̂Xn

1
∈ S

))
≤ − inf

QX∈S
D(QX ||PX)

where S◦ denotes the interior of S, and PX inherits its topology from
(
R|X |

)∗.107 Fur-
thermore, for every subset of pmfs S ⊆ PX that is contained in the closure of its
interior,108 we have equality in the above inequalities:

lim
n→∞

1
n

log
(
P
(
P̂Xn

1
∈ S

))
= − inf

QX∈S
D(QX ||PX) .

Finally, for every closed and convex subset of pmfs S ⊆ PX with non-empty interior,
we have:

lim
n→∞

1
n

log
(
P
(
P̂Xn

1
∈ S

))
= − min

QX∈S
D(QX ||PX) = −D(Q∗X ||PX)

where the minimum is achieved by a unique pmf Q∗X ∈ S.

Under the setup of Theorem C.2, in the next lemma, we locally approximate the
Chernoff exponent of the probability that the empirical mean of a function t : X → R
deviates from its theoretical mean E[t(X)] = EPX [t(X)]. (This approximation can be
intuitively understood using the CLT.)

107We can construe PX as a metric space because it inherits its metric, e.g. any `p-norm with p ∈ [1,∞],
from

(
R|X|

)∗, and openness and closedness are defined with respect to this metric on PX .
108This includes the case where S is an open set.
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Lemma C.3 (Local Approximation of Chernoff Exponent). For any function t :
X → R with non-zero mean, E[t(X)] 6= 0, and strictly positive variance, VAR(t(X)) >
0, we have:

− lim
γ→0+

lim
n→∞

1
γ2n

log
(
P
(∣∣∣∣∣ Ên[t(X)]

E[t(X)] − 1
∣∣∣∣∣ ≥ γ

))
= E[t(X)]2

2VAR(t(X))

where the outer limit is one-sided, i.e. γ > 0, and Ên[·] is the empirical expectation
operator defined in (C.14).

Proof. Since this result does not change when the function t : X → R is negated, we
may assume without loss of generality that E[t(X)] > 0. For any γ > 0, define the
disjoint sets:

Sγ , {QX ∈ PX : EQX [t(X)] ≥ (1 + γ)E[t(X)]}
Tγ , {QX ∈ PX : EQX [t(X)] ≤ (1− γ)E[t(X)]}

where EQX [t(X)] =
∑
x∈X QX(x)t(x). Furthermore, since we will eventually let γ → 0,

we can assume that:

0 < γ < min
{maxx∈X t(x)

E[t(X)] − 1, 1− minx∈X t(x)
E[t(X)]

}
.

This ensures that:

min
x∈X

t(x) < (1− γ)E[t(X)] < (1 + γ)E[t(X)] < max
x∈X

t(x)

where minx∈X t(x) < maxx∈X t(x) because VAR(t(X)) > 0. Hence, Sγ and Tγ are closed
and convex sets that have non-empty interior. Using Theorem C.2, we have:

lim
n→∞

1
n

log
(
P
(
P̂Xn

1
∈ Sγ

))
= − min

QX∈Sγ
D(QX ||PX)

= −D(Q1
X ||PX) (C.15)

lim
n→∞

1
n

log
(
P
(
P̂Xn

1
∈ Tγ

))
= − min

QX∈Tγ
D(QX ||PX)

= −D(Q2
X ||PX) (C.16)

where the unique minimizing distributions, Q1
X ∈ Sγ and Q2

X ∈ Tγ , respectively, are
members of the exponential family, cf. [59, Section 2.1], [290, Lecture 14]:

∀x ∈ X , QX(x; s) = PX(x) exp(st(x)− α(s))

with natural parameter s ∈ R, natural (sufficient) statistic t : X → R, base distribution
PX , and log-partition function (or cumulant generating function):

∀s ∈ R, α(s) , log(E[exp(st(X))]) .
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The log-partition function is infinitely differentiable, and has first and second deriva-
tives, cf. [290, Lecture 9]:

∀s ∈ R, α′(s) = EQX(·;s)[t(X)]
∀s ∈ R, α′′(s) = VARQX(·;s)(t(X)) > 0

which follow from straightforward calculations. Here, the second derivative (or variance)
is strictly positive because every element of X has positive probability mass under
QX(·; s). The minimizing distributions are Q1

X = QX(·; s1) and Q2
X = QX(·; s2), where

the optimal parameters s1 > 0 and s2 < 0 are chosen to satisfy:

α′(s1) = EQX(·;s1)[t(X)] = (1 + γ)E[t(X)] ,
α′(s2) = EQX(·;s2)[t(X)] = (1− γ)E[t(X)] ,

respectively (see [59, Example 2.1] or [290, Lecture 14]).
We next prove that:

lim
γ→0+

D(Q1
X ||PX)
γ2 = lim

γ→0+

D(Q2
X ||PX)
γ2 = E[t(X)]2

2VAR(t(X)) . (C.17)

Consider the function d : R → [0,∞), d(s) , D(QX(·; s)||PX). It is straightforward to
show that:

∀s ∈ R, d(s) = sα′(s)− α(s)
∀s ∈ R, d′(s) = sα′′(s)
∀s ∈ R, d′′(s) = α′′(s) + sα′′′(s)

which means that d(0) = d′(0) = 0, and d′′(0) = α′′(0) = VAR(t(X)). Hence, by
Taylor’s theorem:

lim
s→0

d(s)
s2 = VAR(t(X))

2 . (C.18)

Now set α′(s) = EQX(·;s)[t(X)] = (1 + τ)E[t(X)] for any τ ∈ R. This implies that
s = α′−1((1 + τ)E[t(X)]), where α′−1 exists because α′ is strictly increasing (since α′′
is strictly positive). Next, observe that:

lim
τ→0

d(s)
τ2 = lim

τ→0

d(s)
s2 lim

τ→0

s2

τ2

= VAR(t(X))
2

(
lim
τ→0

s

τ

)2

= VAR(t(X))
2

(
ds

dτ

∣∣∣∣
τ=0

)2

= VAR(t(X))
2

(
E[t(X)]
α′′(s)

∣∣∣∣
τ=0

)2
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= E[t(X)]2

2VAR(t(X)) (C.19)

where the second equality follows from (C.18), the fact that s→ 0 when τ → 0 (by the
continuity of α′−1), and the continuity of x 7→ x2, the third equality follows from the
definition of derivative and the fact that τ = 0 corresponds to s = 0 (as α′(0) = E[t(X)]),
the fourth equality holds because s = α′−1((1 + τ)E[t(X)]), and the fifth equality holds
because τ = 0 corresponds to s = 0 and α′′(0) = VAR(t(X)). Lastly, note that setting
τ = γ > 0 and s = s1 > 0 gives:

lim
γ→0+

D(Q1
X ||PX)
γ2 = lim

τ→0+

d(s)
τ2 ,

and setting τ = −γ < 0 and s = s2 < 0 gives:

lim
γ→0+

D(Q2
X ||PX)
γ2 = lim

τ→0−
d(s)
τ2 ,

which proves (C.17) via (C.19).
Finally, define the set Πγ , Sγ ∪ Tγ :

Πγ =
{
QX ∈ PX :

∣∣∣∣EQX [t(X)]
E[t(X)] − 1

∣∣∣∣ ≥ γ}
and consider P(P̂Xn

1
∈ Πγ) = P(P̂Xn

1
∈ Sγ)+P(P̂Xn

1
∈ Tγ) (since Sγ and Tγ are disjoint).

The Laplace principle yields, cf. [65, Lemma 1.2.15]:

− lim
n→∞

1
n

log
(
P
(
P̂Xn

1
∈ Πγ

))
= min

{
D(Q1

X ||PX), D(Q2
X ||PX)

}
using (C.15) and (C.16). Using (C.17), this implies that:

− lim
γ→0+

lim
n→∞

1
γ2n

log
(
P
(
P̂Xn

1
∈ Πγ

))
= E[t(X)]2

2VAR(t(X)) ,

which completes the proof. �

We now switch our focus to presenting some useful exponential concentration of
measure inequalities. The most basic such inequality is perhaps Hoeffding’s inequal-
ity, which guarantees concentration using the boundedness of the underlying random
variables, cf. [126, Theorems 1 and 2].

Lemma C.4 (Hoeffding’s Inequality [126]). Suppose X1, . . . , Xn are independent
bounded random variables such that 0 ≤ Xi ≤ 1 for all i ∈ {1, . . . , n}. Then, we have:

P
(

1
n

n∑
i=1

Xi − E[Xi] ≥ γ
)
≤ exp

(
−2nγ2

)
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and:
P
(

1
n

n∑
i=1

Xi − E[Xi] ≤ −γ
)
≤ exp

(
−2nγ2

)
for every γ ≥ 0.

The next lemma portrays a tighter variant of Lemma C.4 for i.i.d. Bernoulli random
variables known as the Chernoff-Hoeffding bound, cf. [126, Theorem 1].

Lemma C.5 (Chernoff-Hoeffding Bound [126]). Suppose X1, . . . , Xn are i.i.d.
Bernoulli(p) random variables with p ∈ (0, 1). Then, for every (small enough) γ > 0, we
have:

P
(

1
n

n∑
i=1

Xi − p ≥ γ
)
≤ exp(−nD(p+ γ||p))

and:
P
(

1
n

n∑
i=1

Xi − p ≤ −γ
)
≤ exp(−nD(p− γ||p))

where D(α||β) , α log(α/β) + (1− α) log((1− α)/(1− β)) for α, β ∈ (0, 1) denotes the
binary KL divergence function.

While Hoeffding’s inequality only uses knowledge of the boundedness of the under-
lying random variables, some situations demand a finer understanding of the exponents
in such tail bounds. To address this need, Bennett’s inequality and Bernstein’s inequal-
ity provide concentration of measure bounds that incorporate information about the
variances of the underlying random variables. In chapter 4, we will require certain gener-
alizations of the standard Bernstein’s inequality. So, we present a vector generalization
of Bernstein’s inequality below, which we reproduce from [38, Theorem 2.4] with slight
re-parametrization for convenience.

Lemma C.6 (Vector Bernstein Inequality [38, Theorem 2.4]). Let V1, . . . , Vn ∈
Rd be independent random vectors such that for some constant C > 0, ‖Vi − E[Vi]‖2 ≤ C
a.s. for all i ∈ {1, . . . , n}. Let ν > 0 be another constant such that:

ν ≥ 1
n

n∑
i=1

E
[
‖Vi − E[Vi]‖22

]
.

Then, for all 0 ≤ t ≤ ν
C :

P
(∥∥∥∥∥ 1

n

n∑
i=1

Vi − E[Vi]
∥∥∥∥∥

2
≥ t
)
≤ exp

(
1
4 −

nt2

8ν

)
.

As noted in [38], this bound does not depend on the dimension d ∈ N. Finally,
we conclude this appendix by presenting a d1 × d2 matrix version of Bernstein’s in-
equality (with d1, d2 ∈ N), which we reproduce from [277, Theorem 1.6] with slight
re-parametrization for convenience.
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Lemma C.7 (Matrix Bernstein Inequality [277, Theorem 1.6]). Let Z1, . . . , Zn
∈ Rd1×d2 be independent random matrices such that for some constant C > 0, we have
‖Zi − E[Zi]‖op ≤ C a.s. for all i ∈ {1, . . . , n}. Let ν > 0 be another constant such that:

ν ≥ max


∥∥∥∥∥ 1
n

n∑
i=1

COV(Zi)
∥∥∥∥∥

op
,

∥∥∥∥∥ 1
n

n∑
i=1

COV
(
ZTi

)∥∥∥∥∥
op


where COV(Z) , E

[
(Z − E[Z])(Z − E[Z])T

]
for any random matrix Z. Then, for all

0 ≤ t ≤ ν
C :

P

∥∥∥∥∥ 1
n

n∑
i=1

Zi − E[Zi]
∥∥∥∥∥

op
≥ t

 ≤ (d1 + d2) exp
(
−3nt2

8ν

)
.

� C.3 Representation of Conditional Expectation Operators

Fix any bivariate distribution PX,Y ∈ PX×Y . Although the SVD of the corresponding
DTM B ∈ R|Y|×|X | is clearly significant from a mutual χ2-information perspective (see
subsection 4.2.3), it is still reasonable to wonder why we study this SVD rather than
the SVDs of other commonly used representations of PX,Y such as PX,Y itself, or the
matrix B′ ∈ R|Y|×|X | defined entry-wise as:

∀x ∈ X ,∀y ∈ Y,
[
B′
]
y,x ,

PX,Y (x, y)
PX(x)PY (y) , (C.20)

whose logarithm is the pointwise mutual information or information density [47, 117].
We do not address this question in its full generality here. However, we illustrate in
this appendix that the DTM B is the only contraction matrix in the class of matrices
{diag(

√
PY )V diag(

√
QX)−1 ∈ R|Y|×|X | : QX ∈ P◦X }, where V ∈ PX|Y denotes the row

stochastic matrix corresponding to the conditional distribution PX|Y .
For convenience, we will present the aforementioned result in the language of con-

ditional expectation operators. (The equivalence between the two versions of the result
can be argued using relations similar to (4.6), (4.7), (4.8), and (4.9).) Recall that the
conditional expectation operator C maps any function f : X → R to the function
C(f) : Y → R, cf. (4.5):

∀y ∈ Y, (C(f))(y) = E[f(X)|Y = y] (C.21)

where the conditional distribution PX|Y completely characterizes C. In order to make C
a well-defined linear operator with an SVD, we must endow its input and output vector
spaces of functions with inner products. Let us fix the output Hilbert space of C to be
L2(Y, PY ), where PY ∈ P◦Y . While this produces a “canonical” choice of input Hilbert
space, namely L2(X , PX), where PX ∈ P◦X is the marginal pmf of PX,Y , let us instead
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choose an arbitrary input Hilbert space L2(X , QX) for some QX ∈ P◦X . We define the
corresponding induced operator norm of C : L2(X , QX)→ L2(Y, PY ) as:

‖C‖QX→PY , max
f∈L2(X ,QX)\{0}

‖C(f)‖PY
‖f‖QX

(C.22)

where we use 0 to represent the everywhere zero function. The next proposition conveys
that the only choice of input Hilbert space that makes C a contraction is the canonical
choice L2(X , PX).

Proposition C.4 (Hilbert Spaces of Conditional Expectation Operators). The
minimum operator norm of C over all choices of input Hilbert spaces in {L2(X , QX) :
QX ∈ P◦X } is:

min
QX∈P◦X

‖C‖QX→PY = ‖C‖PX→PY = 1

where the unique minimizer is Q∗X = PX . Furthermore, for any QX ∈ P◦X , the gap
between ‖C‖2QX→PY and the minimum squared operator norm is lower bounded by:

‖C‖2QX→PY − ‖C‖
2
PX→PY = ‖C‖2QX→PY − 1 ≥ χ2(PX ||QX) .

Proof. Note that for every pmf QX ∈ P◦X , we have 1 ∈ L2(X , QX) with ‖1‖QX = 1.
Similarly, C(1) = 1 ∈ L2(Y, PY ) with ‖C(1)‖PY = ‖1‖PY = 1. As a result, we get:

∀QX ∈ P◦X , ‖C‖QX→PY ≥ 1 .

However, we know that QX = PX achieves this lower bound, because for every f ∈
L2(X , PX):

‖C(f)‖2PY = E
[
E[f(X)|Y ]2

]
≤ E

[
E
[
f(X)2

∣∣∣Y ]] = E
[
f(X)2

]
= ‖f‖2PX

using conditional Jensen’s inequality and the tower property. This proves that:

min
QX∈P◦X

‖C‖QX→PY = ‖C‖PX→PY = 1

where Q∗X = PX is a valid minimizer.
To prove that Q∗X = PX is the unique minimizer, it suffices to establish that:

∀QX ∈ P◦X , ‖C‖
2
QX→PY ≥ 1 + χ2(PX ||QX) .

Fix any pmf QX ∈ P◦X , and consider the adjoint operator C∗ : L2(Y, PY )→ L2(X , QX)
of the conditional expectation operator C : L2(X , QX) → L2(Y, PY ), which is defined
by the relation:

〈C(f), g〉PY = EPY [E[f(X)|Y ] g(Y )]
= EPX,Y [f(X)g(Y )]
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= EPX [f(X)E[g(Y )|X]]

= EQX
[
f(X)E[g(Y )|X] PX(X)

QX(X)

]
= 〈f, C∗(g)〉QX

for all f ∈ L2(X , QX) and g ∈ L2(Y, PY ), where the conditional expectation E[g(Y )|X]
is taken with respect to the conditional distribution PY |X . In particular, for any function
g ∈ L2(Y, PY ), the function C∗(g) ∈ L2(X , QX) is given by:

∀x ∈ X , (C∗(g))(x) = PX(x)
QX(x) E[g(Y )|X = x] .

Now observe that for 1 ∈ L2(Y, PY ) with ‖1‖PY = 1, we have:

∀x ∈ X , (C∗(1))(x) = PX(x)
QX(x) .

This implies that:

‖C‖2QX→PY = ‖C∗‖2PY→QX
≥ ‖C∗(1)‖2QX

=
∑
x∈X

QX(x)PX(x)2

QX(x)2

= 1 + χ2(PX ||QX)

where the first equality follows from the definition of the adjoint operator, and the last
equality follows from (2.9) in chapter 2. This completes the proof. �

Proposition C.4 portrays that given the joint pmf PX,Y ∈ PX×Y , PX and PY are
the only choice of inner products that make the conditional expectation operators C =
E[·|Y ] : L2(X , PX) → L2(Y, PY ) and C∗ = E[·|X] : L2(Y, PY ) → L2(X , PX) (defined
by the conditional distributions PX|Y and PY |X , respectively) adjoints and contraction
operators. On the other hand, as mentioned earlier, if we are only given the conditional
distribution PX|Y ∈ PX|Y that defines C, we are free to select PY ∈ P◦Y , but we must
choose the corresponding marginal pmf PX ∈ P◦X for the other inner product to ensure
that C is a contraction. Furthermore, the contraction property of C is attractive because
it implies that the DPI for χ2-divergence is satisfied in the sense of (4.17) (or the DPI
for KL divergence is satisfied locally).

We remark that the restriction in Proposition C.4 to Hilbert spaces with inner
products defined by probability distributions is natural. In general, every inner product
on Rn (with n ∈ N) can be represented by a symmetric positive definite matrix A ∈
Rn×n:

∀x1, x2 ∈ Rn, 〈x1, x2〉A = xT1 Ax2 . (C.23)
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This symmetric positive definite matrix A can be orthogonally diagonalized by the
spectral theorem [129, Section 2.5]. For simplicity, we can drop the orthogonal matrices
in this diagonalization and only consider diagonal matrices A ∈ Rn×n with strictly
positive diagonal entries, which correspond to weighted inner products. Furthermore,
we restrict the diagonal entries of A to sum to unity to obtain a “well-defined” problem,
since allowing arbitrary scaling would make the minimum in Proposition C.4 zero. This
yields the class of inner products considered in Proposition C.4.

� C.4 Proof of Lemma 4.1

Proof.
Part 1: Fix any 0 < τ < bmin, and consider the set:

M ,
{
M ∈ R|Y|×|X | : M ≥ 0 entry-wise, ‖M‖op = 1, and ‖M −B‖op ≤ τ

}
.

We first show thatM is closed. To this end, take any sequence {Mn ∈M : n ∈ N} such
that Mn → M ∈ R|Y|×|X | as n → ∞. Then, clearly M ≥ 0 entry-wise and ‖M‖op = 1
(by continuity of the operator norm). Moreover, we have:

‖M −B‖op ≤ ‖M −Mn‖op + ‖Mn −B‖op

≤ lim
n→∞

‖M −Mn‖op + τ

≤ τ

where the first inequality is the triangle inequality, the second inequality follows from
using the fact that Mn ∈ M and then letting n → ∞, and the final inequality holds
because Mn →M as n→∞. Hence,M is closed.

We next establish thatM ⊆ B◦ (see part 1 of Theorem 4.2). Notice that for every
M ∈M and every i ∈ Y, j ∈ X , the (i, j)th element of M −B satisfies:

|[M ]i,j − [B]i,j | =
∣∣∣eTi (M −B)ej

∣∣∣
≤ ‖ei‖2 ‖M −B‖op ‖ej‖2
= ‖M −B‖op (C.24)

using the Cauchy-Schwarz inequality and the definition of the operator norm.109 Using
(C.24), we have |[M ]i,j − [B]i,j | ≤ τ , which implies that [M ]i,j ≥ [B]i,j−τ ≥ bmin−τ > 0.
(Note that bmin > 0 because we have assumed that PX,Y ∈ P◦X×Y , which means that
the DTM B ∈ B◦.) Hence, every M ∈ M satisfies M > 0 entry-wise, and M ⊆ B◦
using part 1 of Theorem 4.2.

Finally, we note that Rτ is the preimage ofM⊆ B◦ under the map β : P◦X×Y → B◦
defined in (4.19). Hence, Rτ ⊆ P◦X×Y . Furthermore, since β : P◦X×Y → B◦ is continuous

109The inequality in (C.24) portrays that estimating a matrix by operator norm is a stronger condition
than estimating it element-wise.
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as shown in part 3 of Theorem 4.2, Rτ is closed because M is closed [239, Corollary,
p.87]. Since Rτ is also bounded, it is compact [239, Theorem 2.41].

Part 2: To prove Rτ ⊆ S4kτ , it suffices to show that:∣∣∣∣∣
∥∥∥∥BΨβ(QX,Y )−

√
QY

T√
QX

(k)

∥∥∥∥2

Fro
−
∥∥∥BΨ(k)

∥∥∥2

Fro

∣∣∣∣∣ ≤ 4k ‖β(QX,Y )−B‖op (C.25)

for every QX,Y ∈ PX×Y . Since the columns of Ψβ(QX,Y )−
√
QY

T√
QX

(k) are the second to
(k + 1)th leading right singular vectors of β(QX,Y ), and the columns of Ψ(k) are the
second to (k + 1)th leading right singular vectors of B, the proof of Lemma C.2 in
appendix C.1 holds verbatim. This yields (C.25) along with the fact that ‖B‖op = 1
(cf. part 1 of Theorem 4.1). �

310



Appendix D

Proofs from Chapter 5

� D.1 Proof of Proposition 5.1

Proof. In this proof, we assume familiarity with the development and notation in
section 5.5 and the proof of Theorem 5.1.

Part 1: We first prove part 1. Observe that for any k ∈ N:

P(Xk,0 6= X0,0) = 1
2P
(
X+
k,0 = 0

)
+ 1

2P
(
X−k,0 = 1

)
= 1

2E
[
P
(
X+
k,0 = 0

∣∣∣σ+
k

)]
+ 1

2E
[
P
(
X−k,0 = 1

∣∣∣σ−k )]
= 1

2E
[
1− σ+

k

]
+ 1

2E
[
σ−k

]
= 1

2
(
1− E

[
σ+
k − σ

−
k

])
(D.1)

where the third equality holds because Xk,0 ∼ Bernoulli(σ) given σk = σ. To see this,
recall the relation (5.4) from subsection 5.3.1. Using this relation, it is straightforward
to verify that Xk is conditionally independent of X0,0 given σk. Moreover, the con-
ditional distribution PXk|σk can be computed using (5.4), and this yields the desired
conditional distribution PXk,0|σk mentioned above. (We omit these calculations because
it is intuitively obvious that random bits at level k can be generated by first generating
σk, then setting a uniformly and randomly chosen subset of vertices in Xk of size Lkσk
to be 1, and finally setting the remaining vertices in Xk to be 0.)

Due to (D.1), it suffices to prove that lim infk→∞ E[σ+
k − σ

−
k ] > 0. To this end,

recall from the proof of Theorem 5.1 that for any sufficiently small ε = ε(δ, d) > 0 (that
depends on δ and d) and any τ > 0, there exists K = K(ε, τ) ∈ N (that depends on ε
and τ) such that for all k > K, (5.50) and (5.51) (which are reproduced below) hold:

P(A|E) ≥ 1− τ (D.2)
P(B|E) ≥ 1− τ (D.3)

where the events are A = {σ+
k ≥ σ̂ − ε}, B = {σ−k ≤ 1− σ̂ + ε}, and E = {σ+

K ≥ σ̂ − ε,
σ−K ≤ 1− σ̂ + ε}, respectively. Now notice that for all k > K:

E
[
σ+
k − σ

−
k

]
= E

[
σ+
k − σ

−
k

∣∣∣E]P(E) + E
[
σ+
k − σ

−
k

∣∣∣Ec]P(Ec)
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≥ E
[
σ+
k − σ

−
k

∣∣∣E]P(E)

= P(E)
(
E
[
σ+
k

∣∣∣E,A]P(A|E) + E
[
σ+
k

∣∣∣E,Ac]P(Ac|E)− E
[
σ−k

∣∣∣E])
≥ P(E)

(
E
[
σ+
k

∣∣∣E,A]P(A|E)− E
[
σ−k

∣∣∣E])
= P(E)

(
E
[
σ+
k

∣∣∣E,A]P(A|E)

− E
[
σ−k

∣∣∣E,B]P(B|E)− E
[
σ−k

∣∣∣E,Bc
]
P(Bc|E)

)
≥ P(E)

(
E
[
σ+
k

∣∣∣E,A]P(A|E)− E
[
σ−k

∣∣∣E,B]− P(Bc|E)
)

≥ P(E)
(
E
[
σ+
k

∣∣∣E,A] (1− τ)− E
[
σ−k

∣∣∣E,B]− τ)
≥ P(E) ((σ̂ − ε)(1− τ)− (1− σ̂ + ε)− τ)
= P(E) (σ̂ − (1− σ̂)− 2ε− τ(1 + σ̂ − ε)) > 0

where the second line holds because σ+
k ≥ σ−k a.s. (monotonicity), the fourth line

holds because σ+
k ≥ 0 a.s., the sixth line holds because σ−k ≤ 1 a.s., the seventh line

follows from (D.2) and (D.3), the eighth line follows from the definitions of A and
B, and the quantity in the ninth line does not depend on k and is strictly positive for
sufficiently small ε and τ (which now depends on δ and d) because σ̂ > 1− σ̂. Therefore,
lim infk→∞ E[σ+

k − σ
−
k ] > 0, which completes the proof of part 1.

Part 2:We next prove part 2. We begin with a few seemingly unrelated observations
that will actually be quite useful later. Recall that Rk = infn≥k Ln for every k ∈ N∪{0}
and Rk = O

(
d2k). Hence, there exists a constant α = α(δ, d) > 0 (that depends on δ

and d) such that for all sufficiently large k (depending on δ and d), we have:

Rk ≤ αd2k . (D.4)

Let β = log(α)
6 log(d) , and define the sequence {m(k) ∈ N ∪{0}} (indexed by k) as:

m = m(k) ,
⌊ log

(
Rb(2k/3)−βc

)
4 log(d)

⌋
(D.5)

where 2k
3 ≥ β for all sufficiently large k (depending on δ and d) so that the sequence is

eventually well-defined. This sequence satisfies the following conditions:

lim
k→∞

m(k) =∞ , (D.6)

lim
k→∞

d2m

Rk−m
= 0 . (D.7)

The first limit (D.6) holds because limk→∞Rk = lim infk→∞ Lk =∞ (by assumption),
and the second limit (D.7) is true because for all sufficiently large k (depending on δ
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and d):

d2m

Rk−m
≤

√
Rb(2k/3)−βc

Rk−m
≤

√
Rb(2k/3)−βc

Rb(2k/3)−βc
= 1√

Rb(2k/3)−βc

where the first inequality follows from (D.5), and the second inequality holds because
{Rk : k ∈ N ∪{0}} is non-decreasing, and m ≤

(
log
(
αd(4k/3)−2β))/(4 log(d)) = k

3 + β
for all sufficiently large k using (D.4) and (D.5).

We next establish that a small portion of the random DAG G above the vertex Xk,0
is a directed tree with high probability. To this end, for any sufficiently large k ∈ N
(depending on δ and d) such that k − m ≥ 0, let Gk denote the (random) induced
subgraph of the random DAG G consisting of all vertices in levels k − m, . . . , k that
have a path to Xk,0, where m = m(k) is defined in (D.5). (Note that Xk,0 always has
a path to itself.) Moreover, define the event Tk , {Gk is a directed tree}. Now, for any
sufficiently large k (depending on δ and d) such that d2r ≤ Rk−r ≤ Lk−r for every
r ∈ {1, . . . ,m} (which is feasible due to (D.7), and ensures that the ensuing steps are
valid), notice that:

P(Tk) =
m∏
r=1

dr−1∏
s=0

(
1− s

Lk−r

)

≥
m∏
r=1

(
1− 1

Lk−r

dr−1∑
s=0

s

)

=
m∏
r=1

(
1− dr(dr − 1)

2Lk−r

)

≥ 1− 1
2

m∑
r=1

dr(dr − 1)
Lk−r

≥ 1− 1
2Rk−m

m∑
r=1

d2r

= 1− 1
2Rk−m

(
d2(d2m − 1)
d2 − 1

)

≥ 1−
(

d2

2(d2 − 1)

)
d2m

Rk−m
(D.8)

where the first equality holds because the edges of G are chosen randomly and inde-
pendently and we must ensure that the parents of every vertex in Gk are distinct, the
second and fourth inequalities are straightforward to prove by induction, and the third
and sixth equalities follow from arithmetic and geometric series computations, respec-
tively. The bound in (D.8) conveys that limk→∞ P(Tk) = 1 due to (D.7), i.e. Gk is a
directed tree with high probability for large k.

We introduce some useful notation for the remainder of this proof. First, condition
on any realization of the random DAG G such that the event Tk occurs (for sufficiently
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large k such that (D.8) holds). This also fixes the choices of Boolean processing functions
at the vertices (which may vary between vertices and be graph dependent). For any
vertex Xn,j in the tree Gk with n < k, let X̃n,j denote the output of the edge BSC(δ)
with input Xn,j in Gk. (Hence, X̃n,j is the input of a Boolean processing function at
a single vertex in level n + 1 of Gk.) On the other hand, let X̃k,0 be the output of an
independent BSC(δ) channel (which is not necessarily in G) with input Xk,0. Since Gk
is a tree, the random variables {X̃n,j : Xn,j is a vertex of Gk} describe the values at the
gates of a noisy formula G̃k, where the Boolean functions in Gk correspond to d-input δ-
noisy gates in G̃k (and we think of the independent BSC errors as occurring at the gates
rather than the edges). Next, in addition to conditioning on G and Tk, we also condition
on one of two realizations Xk−m = x0 or Xk−m = x1 for any x0, x1 ∈ {0, 1}Lk−m . In
particular, corresponding to any binary random variable Y in G̃k, define the following
2-tuple in [0, 1]2, cf. [86, 115]:

λY ,
(
P(Y 6= 0|Xk−m = x0, G, Tk),P(Y 6= 1|Xk−m = x1, G, Tk)

)
. (D.9)

Lastly, for any constant a ∈ [0, 1], let (cf. [86, 115]):

S(a) , conv({(a, a), (1− a, 1− a), (0, 1), (1, 0)}) ⊆ [0, 1]2 . (D.10)

With these definitions, we can state a version of the pivotal lemma in [86, Lemma 2],
which was proved in the d = 3 case in [115].

Lemma D.1 (TV Distance Contraction in Noisy Formulae [86, Lemma 2]).
If d ≥ 3 is odd and δ ≥ δmaj, then for every possible d-input δ-noisy gate in G̃k with
inputs Y1, . . . , Yd and output Y , we have:

λY1 , . . . , λYd ∈ S(a) with a ∈
[
0, 1

2

]
⇒ λY ∈ S(f(a))

where the function f : [0, 1]→ [0, 1] is defined in (5.19).

We remark that Lemma D.1 differs from [86, Lemma 2] in the definition of the 2-tuple
λY for any binary random variable Y in the noisy formula. Since [86, Lemma 2] is used to
yield the impossibility results on reliable computation discussed in subsection 5.4.1, [86,
Section III] defines λY for this purpose as λY = (P(Y 6= X|X = 0),P(Y 6= X|X =
1)), where X is a single relevant binary input random variable of the noisy formula
(and all other inputs are fixed). In contrast, we define λY in (D.9) by conditioning on
any two realizations of the random variables Xk−m. This ensures that the inputs, say
X̃n,j1 , . . . , X̃n,jd for some k −m ≤ n < k and j1, . . . , jd ∈ [Ln], of every d-input δ-noisy
gate in the noisy formula G̃k are conditionally independent given Xk−m, which is a
crucial property required by the proof of [86, Lemma 2]. We omit the proof of Lemma
D.1 because it is virtually identical to the proof of [86, Lemma 2] in [86, Sections IV
and V]. (The reader can verify that every step in the proofs in [86, Sections IV and V]
continues to hold with our definition of λY .)
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Lemma D.1 indeed demonstrates a strong data processing inequality style of con-
traction for TV distance, cf. [279, Equation (1)]. To see this, observe that (x, y) ∈ S(a)
with a ∈

[
0, 1

2
]
if and only if a ≤ ax+ (1− a)y ≤ 1− a and a ≤ ay + (1− a)x ≤ 1− a.

This implies that a ≤ x+y
2 ≤ 1 − a, and hence, |1 − x − y| ≤ 1 − 2a. Furthermore, for

any binary random variable Y in G̃k, we have using (2.4) (from chapter 2):∥∥∥PY |G,Tk,Xk−m=x1 − PY |G,Tk,Xk−m=x0

∥∥∥
TV

= |1− P(Y 6= 0|Xk−m = x0, G, Tk)

− P(Y 6= 1|Xk−m = x1, G, Tk)|
(D.11)

where PY |G,Tk,Xk−m=x denotes the conditional distribution of Y given {Xk−m = x,G,

Tk} for any x ∈ {0, 1}Lk−m . Thus, if λY ∈ S(a) with a ∈
[
0, 1

2
]
, then we get:∥∥∥PY |G,Tk,Xk−m=x1 − PY |G,Tk,Xk−m=x0

∥∥∥
TV
≤ 1− 2a .

Now notice that λX̃k−m,j ∈ S(0) for every random variable X̃k−m,j in G̃k, where j ∈
[Lk−m]. As a result, a straightforward induction argument using Lemma D.1 (much like
that in the proof in [86, Section III]) yields λX̃k,0 ∈ S(f (m)(0)). This implies that:110∥∥∥PX̃k,0|G,Tk,Xk−m=x1

− PX̃k,0|G,Tk,Xk−m=x0

∥∥∥
TV
≤ 1− 2f (m)(0) = 1− 2

(
δ ∗ g(m−1)(0)

)
(D.12)

where the function g : [0, 1] → [0, 1] is given in (5.40) in section 5.5, and the equality
follows from (5.20). Moreover, since P(X̃k,0 6= y|G,Tk, Xk−m = x) = δ ∗ P(Xk,0 6=
y|G,Tk, Xk−m = x) for any y ∈ {0, 1} and any x ∈ {0, 1}Lk−m , a simple calculation
using (D.11) shows that:∥∥∥PX̃k,0|G,Tk,Xk−m=x1

− PX̃k,0|G,Tk,Xk−m=x0

∥∥∥
TV

= (1− 2δ)
∥∥∥PXk,0|G,Tk,Xk−m=x1 − PXk,0|G,Tk,Xk−m=x0

∥∥∥
TV

which, using (D.12), produces:

∥∥∥PXk,0|G,Tk,Xk−m=x1 − PXk,0|G,Tk,Xk−m=x0

∥∥∥
TV
≤

1− 2
(
δ ∗ g(m−1)(0)

)
1− 2δ (D.13)

for any x0, x1 ∈ {0, 1}Lk−m . The inequality in (D.13) conveys a contraction of the TV
distance on the left hand side. Since g has only one fixed point at 1

2 when δ ≥ δmaj
(see section 5.5), and (D.6) holds, the fixed point theorem (see e.g. [239, Chapter 5,
Exercise 22(c)]) gives us limk→∞ g

(m−1)(0) = 1
2 , where g

(m−1)(0) increases to 1
2 . Hence,

the upper bound in (D.13) decreases to 0 as k → ∞. Furthermore, note that (D.13)
holds for all choices of Boolean processing functions (which may vary between vertices

110The inequality in (D.12) can be perceived as a repeated application of a tensorized universal upper
bound on the Dobrushin curve of any d-input δ-noisy gate, cf. [229, Section II-A].
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and be graph dependent), because Lemma D.1 is agnostic to the particular gates used
in G̃k.

Finally, for any fixed realization of the random DAG G such that Tk occurs (for
sufficiently large k such that (D.8) holds), observe that:∥∥∥PXk,0|G,Tk,X0,0=1 − PXk,0|G,Tk,X0,0=0

∥∥∥
TV

= ηTV
(
PXk,0|G,Tk,X0

)
≤ ηTV

(
PXk,0|G,Tk,Xk−m

)
ηTV

(
PXk−m|G,Tk,X0

)
≤ max

x0,x1∈{0,1}Lk−m

∥∥∥PXk,0|G,Tk,Xk−m=x1 − PXk,0|G,Tk,Xk−m=x0

∥∥∥
TV

≤
1− 2

(
δ ∗ g(m−1)(0)

)
1− 2δ (D.14)

where PXk,0|G,Tk,X0 , PXk,0|G,Tk,Xk−m , and PXk−m|G,Tk,X0 are transition kernels from X0
toXk,0, fromXk−m toXk,0, and fromX0 toXk−m, respectively, the first equality follows
from the two-point characterization of the Dobrushin contraction coefficient in (2.49)
in chapter 2, where PXk,0|G,Tk,X0,0=y denotes the conditional distribution of Xk,0 given
{X0,0 = y,G, Tk} for any y ∈ {0, 1}, the second inequality holds becauseX0 → Xk−m →
Xk,0 forms a Markov chain (given G and Tk) and ηTV is sub-multiplicative (see (2.52) in
chapter 2), the third inequality follows from (2.49), and the last inequality follows from
(D.13). Taking conditional expectations with respect to G given Tk in (D.14) yields:

E
[∥∥∥P+

Xk,0|G − P
−
Xk,0|G

∥∥∥
TV

∣∣∣Tk] ≤ 1− 2
(
δ ∗ g(m−1)(0)

)
1− 2δ

where P+
Xk,0|G and P−Xk,0|G inside the conditional expectation correspond to the condi-

tional probability distributions PXk,0|G,Tk,X0,0=1 and PXk,0|G,Tk,X0,0=0, respectively (as
we condition on Tk). Therefore, we have:

E
[∥∥∥P+

Xk,0|G − P
−
Xk,0|G

∥∥∥
TV

]
= E

[∥∥∥P+
Xk,0|G − P

−
Xk,0|G

∥∥∥
TV

∣∣∣Tk]P(Tk)

+ E
[∥∥∥P+

Xk,0|G − P
−
Xk,0|G

∥∥∥
TV

∣∣∣T ck] (1− P(Tk))

≤
1− 2

(
δ ∗ g(m−1)(0)

)
1− 2δ +

(
d2

2(d2 − 1)

)
d2m

Rk−m

using the tower property, the fact that TV distance is bounded by 1, and (D.8). Letting
k →∞ establishes the desired result:

lim
k→∞

E
[∥∥∥P+

Xk,0|G − P
−
Xk,0|G

∥∥∥
TV

]
≤

1− 2
(
δ ∗ limk→∞ g

(m−1)(0)
)

1− 2δ
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+
(

d2

2(d2 − 1)

)
lim
k→∞

d2m

Rk−m

= 0

because limk→∞ g
(m−1)(0) = 1

2 (as noted earlier) and (D.7) holds. This completes the
proof. �

� D.2 Proof of Corollary 5.1

Proof. This follows from applying the probabilistic method. Fix any d ≥ 3, any
δ ∈ (0, δmaj), and any sequence of level sizes satisfying Lk ≥ C(δ, d) log(k) for all suf-
ficiently large k. We know from Theorem 5.1 that for the random DAG model with
these parameters and majority processing functions, there exist ε = ε(δ, d) > 0 and
K = K(δ, d) ∈ N (which depend on δ and d) such that:

∀k ≥ K, P
(
Ŝk 6= X0

)
≤ 1

2 − 2ε .

Now define Pk(G) , P(hkML(Xk, G) 6= X0|G) for k ∈ N ∪{0} as the conditional proba-
bility that the ML decision rule based on the full k-layer state Xk makes an error given
the random DAG G, and let Ek for k ∈ N ∪{0} be the set of all deterministic DAGs G
with indegree d and level sizes {Lm : m ∈ N ∪{0}} such that Pk(G) ≤ 1

2 − ε. Observe
that for every k ≥ K:

1
2 − 2ε ≥ P

(
Ŝk 6= X0

)
= E

[
P
(
Ŝk 6= X0

∣∣∣G)]
≥ E[Pk(G)]
= E[Pk(G)|G ∈ Ek]P(G ∈ Ek) + E[Pk(G)|G 6∈ Ek]P(G 6∈ Ek)
≥ E[Pk(G)|G 6∈ Ek]P(G 6∈ Ek)

≥
(1

2 − ε
)
P(G 6∈ Ek)

where the second and fourth lines follow from the law of total expectation, the third
line holds because the ML decision rule minimizes the probability of error, the fifth line
holds because the first term in the previous line is non-negative, and the final line holds
because G 6∈ Ek implies that Pk(G) > 1

2 − ε. Then, we have for every k ≥ K:

P(G ∈ Ek) ≥
2ε

1− 2ε > 0 .

Since {Ek : k ∈ N ∪{0}} form a non-increasing sequence of sets (because Pk(G) is
non-decreasing in k), we get via continuity:

P

G ∈ ⋂
k∈N∪{0}

Ek

 = lim
k→∞

P(G ∈ Ek) ≥
2ε

1− 2ε > 0
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which means that there exists a deterministic DAG G with indegree d, noise level δ,
level sizes {Lk : k ∈ N∪{0}}, and majority processing functions such that Pk(G) ≤ 1

2−ε
for all k ∈ N ∪{0}. This completes the proof. �

� D.3 Proof of Proposition 5.2

Proof.
Part 1: We first prove part 1, where we are given a fixed deterministic DAG G.

Observe that the BSC along each edge of this DAG produces its output bit by either
copying its input bit exactly with probability 1 − 2δ, or generating an independent
Bernoulli

(1
2
)
output bit with probability 2δ. This is because the BSC’s stochastic tran-

sition probability matrix can be decomposed as:[
1− δ δ

δ 1− δ

]
︸ ︷︷ ︸

BSC(δ) channel matrix

= (1− 2δ)
[

1 0
0 1

]
︸ ︷︷ ︸
copy matrix

+ (2δ)
[

1
2

1
2

1
2

1
2

]
︸ ︷︷ ︸

Bernoulli( 1
2 ) bit

. (D.15)

We remark that this simple, but useful, idea originates from Fortuin-Kasteleyn random
cluster representations of Ising models in the study of percolation, cf. [113], and has
been exploited in various other discrete probability contexts such as broadcasting on
trees [83, p.412], and reliable computation [87, p.570].

Now consider the events:

Ak , {all dLk edges from level k − 1 to level k generate independent output bits}

for k ∈ N, which have probabilities P(Ak) = (2δ)dLk since the BSCs on the edges are
independent. These events are mutually independent (once again because the BSCs on
the edges are independent). Since the condition on Lk in the proposition statement is
equivalent to:

(2δ)dLk ≥ 1
k

for all sufficiently large k ,

we must have: ∞∑
k=1

P(Ak) =
∞∑
k=1

(2δ)dLk = +∞ .

The second Borel-Cantelli lemma then tells us that infinitely many of the events {Ak :
k ∈ N} occur almost surely, i.e. P(

⋂∞
m=1

⋃∞
k=mAk) = 1. In particular, if we define

Bm ,
⋃m
k=1Ak for m ∈ N, then by continuity:

lim
m→∞

P(Bm) = P
( ∞⋃
k=1

Ak

)
= 1 . (D.16)

Finally, observe that:

lim
m→∞

P(hmML(Xm,G) 6= X0) = lim
m→∞

P(hmML(Xm,G) 6= X0|Bm)P(Bm)
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+ P(hmML(Xm,G) 6= X0|Bc
m)P(Bc

m)
= lim

m→∞
P(hmML(Xm,G) 6= X0|Bm)

= lim
m→∞

1
2 P(hmML(Xm,G) = 1|Bm)

+ 1
2 P(hmML(Xm,G) = 0|Bm)

= 1
2 (D.17)

where hmML(·,G) : {0, 1}Lm → {0, 1} denotes the ML decision rule at level m based
on Xm (given knowledge of the DAG G), the second equality uses (D.16), and the
third equality holds because X0,0 ∼ Bernoulli

(1
2
)
is independent of Bm, and Xm is

conditionally independent of X0 given Bm. The condition in (D.17) is equivalent to the
TV distance condition in part 1 of the proposition statement; this proves part 1.

Part 2: To prove part 2, notice that part 1 immediately yields:

lim
k→∞

∥∥∥P+
Xk|G − P

−
Xk|G

∥∥∥
TV

= 0 pointwise

which completes the proof. �

� D.4 Proof of Proposition 5.3

Proof.
Part 1: Fix any noise level δ ∈

(
0, 1

2
)
and any constant ε ∈

(
0, 1

4
)
. Furthermore,

tentatively suppose that Lk ≥ A(ε, δ)
√

log(k) for all sufficiently large k, where the
constant A(ε, δ) is defined as:

A(ε, δ) , 2
(1− 2δ)ε

√
1− 2ε

. (D.18)

Now consider the deterministic DAG G such that each vertex at level k ∈ N is connected
to all Lk−1 vertices at level k− 1 and all Boolean processing functions are the majority
rule. (Note that when there is only one input, the majority rule behaves like the identity
map.) For all k ∈ N, since Xk is an exchangeable sequence of random variables given σ0,
σk is a sufficient statistic of Xk for performing inference about σ0, where σk is defined
in (5.2) (cf. subsection 5.3.1). We next prove a useful “one-step broadcasting” lemma
involving σk’s for this model.

Lemma D.2 (One-Step Broadcasting in Unbounded Degree DAG). Under the
aforementioned assumptions, there exists K = K(ε, δ) ∈ N (that depends on ε and δ)
such that for all k ≥ K, we have:

P
(
σk ≥

1
2 + ε

∣∣∣∣σk−1 ≥
1
2 + ε

)
≥ 1−

( 1
k − 1

)2
.
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Proof. Suppose we are given that σk−1 = σ ≥ 1
2 + ε for any k ∈ N. Then, {Xk,j : j ∈

[Lk]} are conditionally i.i.d. Bernoulli(P(Xk,0 = 1|σk−1 = σ)) and Lkσk ∼ binomial(Lk,
P(Xk,0 = 1|σk−1 = σ)), where P(Xk,0 = 1|σk−1 = σ) = E[σk|σk−1 = σ]. Furthermore,
since Xk,0 is the majority of the values of Xk−1,0, . . . , Xk−1,Lk−1−1 after passing them
through independent BSC(δ)’s, we have:

E[σk|σk−1 = σ] = P(Xk,0 = 1|σk−1 = σ)

= 1− P

Lk−1σ∑
i=1

Zi +
Lk−1(1−σ)∑

j=1
Yj <

Lk−1
2


≥ 1− exp

(
−2Lk−1

(1
2 − σ ∗ δ

)2
)

≥ 1− exp
(
−2Lk−1

(1
2 −

(1
2 + ε

)
∗ δ
)2
)

= 1− exp
(
−2Lk−1ε

2(1− 2δ)2
)

(D.19)

where Zi are i.i.d. Bernoulli(1 − δ), Yj are i.i.d. Bernoulli(δ), {Zi : i ∈ {1, . . . , Lk−1σ}}
and {Yj : j ∈ {1, . . . , Lk−1(1 − σ)}} are independent, the first inequality follows from
Hoeffding’s inequality (see Lemma C.4 in appendix C.2) using the fact that σ ∗ δ > 1

2
(because σ > 1

2), and the second inequality holds because σ ≥ 1
2 + ε, which implies that

σ ∗ δ ≥
(1

2 + ε
)
∗ δ > 1

2 .
Next, observe that there exists K = K(ε, δ) ∈ N (that depends on ε and δ) such

that for all k ≥ K, we have:

exp
(
−2Lk−1ε

2(1− 2δ)2
)
≤ ε

because limk→∞ Lk =∞ by assumption. So, for any k ≥ K, this yields the bound:

E[σk|σk−1 = σ] ≥ 1− ε > 1
2 + ε

using (D.19) and the fact that ε < 1
4 . As a result, we can apply the Chernoff-Hoeffding

bound (see Lemma C.5 in appendix C.2), to σk for any k ≥ K and get:

P
(
σk <

1
2 + ε

∣∣∣∣σk−1 = σ

)
≤ exp

(
−LkD

(1
2 + ε

∣∣∣∣∣∣∣∣E[σk|σk−1 = σ]
))

.

Notice that:

D

(1
2 + ε

∣∣∣∣∣∣∣∣E[σk|σk−1 = σ]
)
≥ −H

(1
2 + ε

)
−
(1

2 − ε
)

log(1− E[σk|σk−1 = σ])

≥ Lk−1ε
2(1− 2ε)(1− 2δ)2 −H

(1
2 + ε

)
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where H(·) denotes the binary Shannon entropy function (see e.g. Proposition 5.7),
the first inequality holds because log(E[σk|σk−1 = σ]) < 0, and the second inequality
follows from (D.19). Hence, we have for any k ≥ K:

P
(
σk <

1
2 + ε

∣∣∣∣σk−1 = σ

)
≤ exp

(
−Lk−1Lkε

2(1− 2ε)(1− 2δ)2 + LkH

(1
2 + ε

))
where we can multiply both sides by P(σk−1 = σ) and then sum over all σ ≥ 1

2 + ε (as
in the proof of (5.46) within the proof of Theorem 5.1 in section 5.5) to get:

P
(
σk <

1
2 + ε

∣∣∣∣σk−1 ≥
1
2 + ε

)
≤ exp

(
−Lk−1Lk

(
ε2(1− 2ε)(1− 2δ)2 − 1

Lk−1
H

(1
2 + ε

)))
.

Since limk→∞ Lk = ∞ by assumption, we can choose K = K(ε, δ) to be sufficiently
large so that for all k ≥ K, we also have H

(1
2 + ε

)
/Lk−1 ≤ ε2(1− 2ε)(1− 2δ)2/2. Thus,

for every k ≥ K:

P
(
σk <

1
2 + ε

∣∣∣∣σk−1 ≥
1
2 + ε

)
≤ exp

(
−Lk−1Lk

ε2(1− 2ε)(1− 2δ)2

2

)
. (D.20)

Finally, we once again increase K = K(ε, δ) if necessary to ensure that Lk−1 ≥
A(ε, δ)

√
log(k − 1) for every k ≥ K (as presumed earlier). This implies that for all

k ≥ K:
Lk−1Lk ≥ A(ε, δ)2

√
log(k − 1) log(k) ≥ A(ε, δ)2 log(k − 1)

which, using (D.18) and (D.20), produces:

P
(
σk <

1
2 + ε

∣∣∣∣σk−1 ≥
1
2 + ε

)
≤ exp(−2 log(k − 1)) =

( 1
k − 1

)2

for all k ≥ K. This proves Lemma D.2. �

Lemma D.2 is an analogue of (5.46) in the proof of Theorem 5.1 in section 5.5. It
illustrates that if the proportion of 1’s is large in a given layer of G, then it remains
large in the next layer of G with high probability.

To proceed, we specialize Lemma D.2 by arbitrarily selecting a particular value of
ε, say ε = 7

32 ∈
(
0, 1

4
)
. This implies that the constant A(ε, δ) becomes:

A(δ) = A

( 7
32 , δ

)
= 256

21(1− 2δ) (D.21)

using (D.18). In the proposition statement, it is assumed that Lk ≥ A(δ)
√

log(k) for all
sufficiently large k. Thus, Lemma D.2 holds with ε = 7

32 ∈
(
0, 1

4
)
under the assumptions

of part 1 of Proposition 5.3. At this point, we can execute the proof of part 1 of Theorem
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5.1 in section 5.5 mutatis mutandis (with Lemma D.2 playing the pivotal role of (5.46))
to establish part 1 of Proposition 5.3. We omit the details of this proof for brevity.

Part 2: To prove part 2, we use the proof technique of part 1 of Proposition 5.2
in appendix D.3. Recall that the BSC(δ) along each edge of the DAG G produces
its output bit by either copying its input bit with probability 1 − 2δ, or generating
an independent Bernoulli

(1
2
)
output bit with probability 2δ. As before, consider the

mutually independent events:

Ak , {all Lk−1Lk edges from level k − 1 to level k generate independent output bits}

for k ∈ N, which have probabilities P(Ak) = (2δ)Lk−1Lk . Define the constant B(δ) as:

B(δ) , 1√
log
(

1
2δ

) . (D.22)

Since we assume in the proposition statement that Lk ≤ B(δ)
√

log(k) for all sufficiently
large k, we have:

Lk−1Lk ≤
√

log(k − 1) log(k)
log
(

1
2δ

) ≤ log(k)
log
(

1
2δ

)
for all sufficiently large k, which implies that:

(2δ)Lk−1Lk ≥ 1
k

for all sufficiently large k. Hence, we get
∑∞
k=1 P(Ak) =

∑∞
k=1 (2δ)Lk−1Lk = +∞, and the

second Borel-Cantelli lemma establishes that infinitely many of the events {Ak : k ∈ N}
occur almost surely, or equivalently, P(

⋂∞
m=1

⋃∞
k=mAk) = 1. As a result, we can define

Bm ,
⋃m
k=1Ak form ∈ N such that limm→∞ P(Bm) = 1. Therefore, we have (as before):

lim
m→∞

P(hmML(Xm,G) 6= X0) = 1
2

where hmML(·,G) : {0, 1}Lm → {0, 1} denotes the ML decision rule at level m based on
Xm (given knowledge of the DAG G). This completes the proof. �

� D.5 Proof of Proposition 5.5

Proof. Recall that Lkσk ∼ binomial(Lk, g(σ)) given σk−1 = σ. This implies via Hoeffd-
ing’s inequality (see Lemma C.4 in appendix C.2) and (5.41) that for every k ∈ N and
εk > 0:

P(|σk − g(σk−1)| > εk|σk−1 = σ) ≤ 2 exp
(
−2Lkε2k

)
where we can take expectations with respect to σk−1 to get:

P(|σk − g(σk−1)| > εk) ≤ 2 exp
(
−2Lkε2k

)
. (D.23)
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Now fix any τ > 0, and choose a sufficiently large integer K = K(τ) ∈ N (that depends
on τ) such that:

P(∃k > K, |σk − g(σk−1)| > εk) ≤
∞∑

k=K+1
P(|σk − g(σk−1)| > εk)

≤ 2
∞∑

k=K+1
exp

(
−2Lkε2k

)
≤ τ

where we use the union bound and (D.23), and let εk =
√

log(k)/Lk (or equivalently,
exp

(
−2Lkε2k

)
= 1/k2). This implies that for any τ > 0:

P(∀k > K, |σk − g(σk−1)| ≤ εk) ≥ 1− τ . (D.24)

Since for every k > K, |σk − g(σk−1)| ≤ εk, we can recursively obtain the following
relation:

∀k ∈ N\{1, . . . ,K},
∣∣∣σk − g(k−K)(σK)

∣∣∣ ≤ k∑
m=K+1

D(δ, d)k−mεm (D.25)

where D(δ, d) denotes the Lipschitz constant of g on [0, 1] as defined in (5.45), and
D(δ, d) ∈ (0, 1) since δ ∈

(
δmaj,

1
2
)
. Since Lm = ω(log(m)), for any ε > 0, we can

take K = K(ε, τ) (which depends on both ε and τ) to be sufficiently large so that
supm>K εm ≤ ε(1−D(δ, d)). Now observe that we have:

∀k ∈ N\{1, . . . ,K},
k∑

m=K+1
D(δ, d)k−mεm ≤

(
sup
m>K

εm

) ∞∑
j=0

D(δ, d)j

=
(

sup
m>K

εm

)
1

1−D(δ, d)
≤ ε .

Moreover, since g : [0, 1] → [0, 1] is a contraction when δ ∈
(
δmaj,

1
2
)
, it has a unique

fixed point σ = 1
2 , and limm→∞ g

(m)(σK) = 1
2 almost surely by the fixed point theorem.

As a result, for any τ > 0 and any ε > 0, there exists K = K(ε, τ) ∈ N such that:

P
(
∀k > K,

∣∣∣σk − g(k−K)(σK)
∣∣∣ ≤ ε) ≥ 1− τ

which implies, after letting k →∞, that:

P
(1

2 − ε ≤ lim inf
k→∞

σk ≤ lim sup
k→∞

σk ≤
1
2 + ε

)
≥ 1− τ .

Lastly, we can first let ε → 0 and employ the continuity of P, and then let τ → 0 to
obtain:

P
(

lim
k→∞

σk = 1
2

)
= 1 .

This completes the proof. �
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APPENDIX D. PROOFS FROM CHAPTER 5

� D.6 Proof of Proposition 5.6

Proof. This proof is analogous to the proof of Proposition 5.5 in appendix D.5. For
every k ∈ N and εk > 0, we have after taking expectations in (5.71) that:

P(|σ2k − g(σ2k−2)| > εk) ≤ 4 exp
(
− L̂kε

2
k

8

)
(D.26)

where L̂k = min{L2k, L2k−1} for k ∈ N. Now fix any τ > 0, and choose a sufficiently
large integer K = K(τ) ∈ N (that depends on τ) such that:

P(∃k > K, |σ2k − g(σ2k−2)| > εk) ≤
∞∑

m=K+1
P(|σ2m − g(σ2m−2)| > εm)

≤ 4
∞∑

m=K+1
exp

(
− L̂mε

2
m

8

)
≤ τ

where we use the union bound and (D.26), and we set εm = 4
(

log(m)/L̂m
)1/2 (which

ensures that exp
(
− L̂mε2m/8

)
= 1/m2). This implies that for any τ > 0:

P(∀k > K, |σ2k − g(σ2k−2)| ≤ εk) ≥ 1− τ . (D.27)

Since for every k > K, |σ2k − g(σ2k−2)| ≤ εk, we can recursively obtain the following
relation:

∀k ∈ N\{1, . . . ,K},
∣∣∣σ2k − g(k−K)(σ2K)

∣∣∣ ≤ k∑
m=K+1

D(δ)k−mεm (D.28)

where D(δ) denotes the Lipschitz constant of g on [0, 1] as shown in (5.64), which
is in (0, 1) since δ ∈

(
δandor,

1
2
)
. Since Lm = ω(log(m)), for any ε > 0, we can take

K = K(ε, τ) ∈ N (which depends on both ε and τ) to be sufficiently large so that
supm>K εm ≤ ε(1−D(δ)). This implies that:

∀k ∈ N\{1, . . . ,K},
k∑

m=K+1
D(δ)k−mεm ≤ ε

as shown in the proof of Proposition 5.5. Moreover, since g : [0, 1] → [0, 1] is a
contraction when δ ∈

(
δandor,

1
2
)
, it has a unique fixed point σ = t ∈ [0, 1], and

limm→∞ g
(m)(σ2K) = t almost surely by the fixed point theorem. As a result, for any

τ > 0 and any ε > 0, there exists K = K(ε, τ) ∈ N such that:

P
(
∀k > K,

∣∣∣σ2k − g(k−K)(σ2K)
∣∣∣ ≤ ε) ≥ 1− τ

which implies that:
P
(

lim
k→∞

σ2k = t

)
= 1

once again as shown in the proof of Proposition 5.5. This completes the proof. �
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Sec. D.7. Proof of Corollary 5.2

� D.7 Proof of Corollary 5.2

Proof. Fix any ε > 0 and any d ≥
(2
ε

)5, and let α = d−6/5. To establish the first part
of the corollary, it suffices to prove that for every n ∈ N:

n

(
1− (1− α)d −

√
2dαH(α)

)
≥ (1− ε)dαn

⇔ 1− 1− (1− α)d −
√

2dαH(α)
dα

≤ ε .

Indeed, if this is true, then Proposition 5.7 immediately implies the desired lower bound
on the probability that B is a d-regular bipartite lossless (d−6/5, (1−ε)d)-expander graph.
To this end, observe that:

1− 1− (1− α)d −
√

2dαH(α)
dα

≤ 1− 1− e−dα

dα
+
√

2dαH(α)
dα

≤ dα

2 +

√
2H(α)
dα

≤ dα

2 +
√

4 log(2)
d
√
α

= 1
2d1/5 + 2

√
log(2)
d1/5

≤ 2
d1/5

≤ ε

where the first inequality follows from the standard bound (1 − α)d ≤ e−dα for α ∈
(0, 1) and d ∈ N, the second inequality follows from the easily verifiable bounds 0 ≤
1 − 1−e−x

x ≤ x
2 for x > 0, the third inequality follows from the well-known bound

H(α) ≤ 2 log(2)
√
α(1− α) ≤ 2 log(2)

√
α for α ∈ (0, 1), the fourth equality follows from

substituting α = d−6/5, the fifth inequality follows from direct computation, and the
final inequality holds because d ≥

(2
ε

)5. This proves the first part of the corollary.
The existence of d-regular bipartite lossless (d−6/5, (1 − ε)d)-expander graphs for

every sufficiently large n (depending on d) in the second part of the corollary follows
from the first part by invoking the probabilistic method. This completes the proof. �
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