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High-Rate Quantized Matrix Multiplication:
Theory and Practice

Or Ordentlich and Yury Polyanskiy

Abstract—This work investigates the problem of quan-
tized matrix multiplication (MatMul), which has become
crucial for the efficient deployment of large language mod-
els (LLMs). We consider two settings: 1) Generic MatMul,
where both matrices must be quantized (weight+activation
quantization); and 2) weight-only quantization, where the
second matrix is only known through covariance matrix ΣX

of its columns. For each setting, we first review the funda-
mental information-theoretic tradeoff between quantization
rate and distortion (high-rate theory), and then analyze
the performance of several popular quantization schemes,
comparing them to these fundamental limits. Specifically,
we discuss rate loss (compared to information theoretic op-
tima) of absmax INT and floating-point (FP) quantization,
for which we also derive remarkably accurate heuristic
approximations. Weight-only quantization is related to
the problem of weighted mean squared error (WMSE)
source coding, whose classical (reverse) waterfilling solution
dictates how one should distribute rate between coordinates
of the vector. We show how waterfilling can be used to
improve practical LLM quantization algorithms (GPTQ),
which at present allocate rate equally. This new scheme
(termed “WaterSIC”) only uses scalar INT quantizers,
but its high-rate performance is basis free (it depends
only on the determinant of ΣX and, thus, unlike existing
schemes, is immune to applying random rotations) and is
within a multiplicative factor of 2πe

12
(or 0.25 bit/entry) of

the information-theoretic (waterfilling) distortion limit (!).
GPTQ’s performance is affected by the choice of basis,
but for a random rotation and actual ΣX from Llama-3-
8B we find GPTQ to be within 0.1 bit (depending on the
layer type) of WaterSIC, thus establishing GPTQ’s near-
optimality for high-rate quantization.

I. INTRODUCTION

Matrix multiplication (MatMul) is the work-horse of
AI. Consequently, great amounts of research efforts
are invested in exploring ways in which MatMul can
be executed with as few resources as possible, while
maintaining satisfactory accuracy for the underlying ap-
plication.

One of the most prominent techniques for achieving
this goal is quantization, where full-precision matrices
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are first compressed to R bits per entry, and MatMul
is computed based on the compressed descriptions of
the matrices. In LLMs, quantization serves two main
purposes: 1)Reducing the IO burden, which is often the
bottleneck for MatMul. This is achieved since the num-
ber of bytes that needs to be moved around the hardware
scales linearly with R; 2)Representing the matrices with
small data-types, e.g., INT8, FP8, INT4, FP4, such that
on top of IO savings one can also accelerate compute
by using faster multipliers.

In light of the above, the last few years have seen
an explosion in the number of papers published on
quantized matrix multiplication for LLMs, mostly in
the AI and machine learning literature. However, the
fundamental information theoretic limits on the tradeoff
between quantization rate and distortion in quantized
MatMul were only recently established [1], and only for
the case of generic MatMul, where we have no prior
knowledge on the characteristics of the matrices to be
multiplied when designing the quantizers.

The purpose of the first part of this paper is to put forth
information theoretic benchmarks for generic quantized
MatMul, and use them for evaluating the quality of
several popular quantization schemes, and their gap to
the fundamental limit.

The second part of this paper deals with a quantized
MatMul scenario where second-order statistics of one
of the matrices participating in the MatMul is available
when designing the quantizer. In LLMs this scenario is
quite typical since the statistics of activations can be
estimated using a calibration set. To keep this paper
short and concise, in this setup, we focus on one-sided
quantization, where only the matrix on which there is no
prior information needs to be quantized, while the second
matrix remains in full-resolution. This corresponds to
weight-only quantization in LLMs. For this quantization
scenario we develop the fundamental limits for high-
resolution quantization, and compare the performance
of the canonical GPTQ/LDLQ [2], [3] quantization
schemes to them. We also leverage insights from the fun-
damental limits to develop a novel quantization scheme
called WaterSIC, which is a variant of GPTQ/LDLQ.

We stress from the outset a critical distinction in
the meaning of the word “rate” between information



2

theorists and practicioners. The former, focusing on
fundamental limits, assume that quantization algorithm
inputs a vector/matrix of N entries and outputs NR bits,
where each bit is dependent on all of the input entries
(e.g., as in vector quantization). For the latter, quanti-
zation algorithm takes each entry, applies a simple rule
to each entry and produces one of 2R possible discrete
outputs (e.g., as in standard INTM or FPM formats).
Recently, so called microscaling formats started offering
a middle ground between the two: a simple scaling
operation is applied to a small group of 16 or 32 entries,
after which each entry is still processed individually
(e.g., as in NVFP4 and MXFP4). The purpose of this
survey is to quantify the gap between fundamental limits
and the restrictive practical approaches, specifically in
the context of LLM quantization.

In order to enable clean and simple analysis, in this
paper we restrict attention to high-resolution quantiza-
tion. This essentially boils down to assuming that the
strength of the quantization noise is significantly weaker
than that of the signal, which in turn, enables to neglect
several terms in the distortion analysis. While the high-
resolution assumption may lead to erroneous conclusions
for low rate, say R < 2 bits per entry, for relatively high-
quantization rate it usually provides sufficiently accurate
expressions for the purpose of this survey paper, with
the advantage of simplified analysis.

A. Organization and summary of results

Below we give a short overview of the content of this
survey paper. In Section II we consider the problem of
rate-R quantized “generic” MatMul, where no a priori
knowledge of the matrices is available when designing
the quantizers. We give an overview of known theoretic
upper and lower bounds and conclude that in this setup
the smallest expected distortion for the ijth entry of the
matrix product is K(i, j) · 2 · 2−2R, where K(i, j) is the
product of squared ℓ2 norms of the vectors participating
in the corresponding inner product, normalized by their
dimension.

In Section III we analyze the performance of several
popular MatMul quantization schemes including INT
multipliers with absmax scaling, floating-point (FP) mul-
tipliers with absmax scaling and NVFP4, as well as
the recently proposed NestQuant [4] scheme. For INT
and FP multipliers we develop approximations on the
attained distortion of the form K(i, j) · 2 · 2−2Reff , from
which their gap to optimality in bits is immediately seen
to be R−Reff , where R is the actual number of bits per
entry these schemes use. The FP analysis appears to be
new and is empirically shown to be quite accurate. As an
example, we show that for FP we get Reff ≈M+ 2.23
bit, where M is the number of mantissa bits.

In Section IV we discuss the case of weight-only
quantization: we are interested in the matrix product
X⊤W and only W needs to be quantized to Ŵ , whereas
X is given in full resolution. The problem is made
interesting through the fact that while quantization of
W cannot know X , it has access to covariance matrix
ΣX of (the columns of) X . We show that, in essence,
using standard “isotropic” codebook and ΣX -oblivious
quantization, one attains distortion D ≈ ( 1n tr ΣX)2−2R.
At the same time, the classical waterfilling formula says
that optimal codebook (with optimal quantization) can
attain D ≈ |ΣX |1/n2−2R, with the difference given
by the gap in AM-GM inequality for eigenvalues of
ΣX . It turns out that even with isotropic codebook,
but ΣX -aware encoding one can still attain the same
performance.

Low-complexity algorithms for weight-only quanti-
zation in LLMs have been pioneered by [5] (a ΣX -
oblivious rounding to nearest integer) and GPTQ [2].
The latter was originally derived from [6], but was soon
found to be equivalent to classical algorithms known
as successive interference cancellation (SIC) in com-
munication and Babai’s algorithm in computer science,
cf. Section V. We show that GPTQ (that uses constant
rate per entry) attains distortion decaying as D ≈
2πe
12 ( 1n

∑n
i=1 U

2
i,i)2

−2R, where U⊤U = ΣX is the upper-
triangular (Cholesky) decomposition of ΣX . At the same
time, by adjusting rate per-coordinate (“WaterSIC” algo-
rithm) one can attain D ≈ 2πe

12 (
∏n

i=1 U
2
i,i)

1
n 2−2R. Since∏n

i=1 Ui,i =
√
|ΣX | this performance is only a factor

away from information-theoretically optimal, or within
a rate gap of at most 0.25 bit.

Figures 5 and 9 exemplify rate gains for all these
four (two theoretical and two practical) algorithms on the
example of layers of Llama-3-8B and wiki2 calibration
data.

B. High-rate assumption and uniform errors.

Some of the results in this survey (including INT
and FP analysis) work under the heuristic assumption
that quantization can be modeled as additive zero-mean,
uniformly distributed error. Here we describe why this
is accurate in the high-rate regime.

As an example, consider a high-dimensional vector
x = (x1, . . . , xn). Its approximation over an ϵ-grid
(quantization) is defined as x̃i = ε[xi/ε]. The errors
ei = x̃i−xi clearly are deterministic functions of xi and
should not be modeled as random. However, when ϵ is
small and entries of x are not “in any special position”
with respect to ϵ-grid, we expect the residuals to land
fairly uniformly over the interval [−ϵ/2, ϵ/2). (This can
be easily checked empirically, by sampling xi

i.i.d.∼ P
from any unit-variance distribution P with smooth den-
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sity and taking ϵ≪ 1; see Fig. 1a.) Furthermore, gener-
ally the empirical average 1

n

∑
i xiei ≈ 1

n

∑
i x̃iei ≈ 0,

cf. [7], [8].1

Consequently, under the ϵ ≪ 1 assumption we can
model the effect of quantization as passing data through
an additive uniform noise channel:

x̃i = xi + ei, ei
i.i.d.∼ Unif[−ϵ/2, ϵ/2) . (1)

(This can be made rigorous by replacing uniform quan-
tization with dithered uniform quantization [9].)

Note that generally, our entries will be assumed to be
of zero mean and O(1) (empirical) variance and hence
x̃i’s range over O(1/ϵ) possible values. Thus, we can
think of relationship between ϵ and rate as ϵ ≍ 2−R.
Overall, the high-rate assumption allows us to model
quantization error as stochastic, independent uniform and
additive.

Another way in which high-rate (low ϵ) assumption
is helping us is in ignoring so-called “linear shrinkage”
factors. Specifically, it turns out that despite x̃ being
composed of nearest elements of the ϵ-grid to x, the
best estimate of the vector x given x̃ is NOT x̃ itself.
I.e. one could benefit from setting

x̂ = γx̃ ,

for some γ ≤ 1. To justify this, assume that (1) is the
correct model. Then

1

n
∥x− x̂∥22 =

1

n

∑
i

((1− γ)xi + γei)
2

≈ (1− γ)2Ê[X2] + γ2 ϵ
2

12
.

Optimizing this over γ gives

γ∗ ≈ Ê[X2]

Ê[X2] + ϵ2

12

= 1−O(ϵ2) ,

where Ê[X2] = 1
n

∑
i x

2
i is the empirical second

moment. This somewhat surprising shrinkage effect is
empirically demonstrated on Fig. 1b. We do want to
emphasize that the above estimate of γ∗ is only an
approximation of the optimal shrinkage factor. For ex-
ample, if xi

i.i.d.∼ Unif[− 1+ϵ
2 , 1+ϵ

2 ) then the optimal
shrinkage factor is exactly γ∗ = 1 despite the additive-
noise estimate giving a value of around 1− ϵ2.

1Recall also that our interest is in the quality of approximating the
inner product of two vectors x, y ∈ Rn from the inner product of their
quantized versions x̃, ỹ. The error in approximating this inner product
is a scalar that depends on the 2n per-coordinate quantization errors,
and therefore it is indeed the “average” behavior of the quantization
errors along the n coordinates that will dictate the performance. For
the similar reason, inner-product quantization error, being a quadratic
function of 2n random variables (with linear part dominant in the
high-rate regime), will be normally distributed regardless of the precise
statistics of each entry’s quantization noise.

Overall, the MSE improvements from applying shrink-
age are on the order of O(ϵ4) = O(2−4R). Thus, the
second impact of the high-rate assumption is that we
will be ignoring effects of shrinkage, and also dropping
all terms of order below 2−2R from discussion of fun-
damental limits.

II. QUANTIZED MATRIX MULTIPLICATION: THEORY

Let us introduce the problem formally. Consider two
matrices A ∈ Rn×a and B ∈ Rn×b. Our goal is to
compute their product A⊤B, which is simply a matrix of
ab inner products of columns of A and B. The problem
is that the computation device is only able to receive
information about matrices A and B with a constrained
rate of R bits per entry. Because of this limitation,
computing exact product A⊤B is not possible and hence
we need to accept a certain error. The goal of quantized
matrix multiplication is to reduce this error.

More formally, a rate R quantization scheme S for
matrix multiplication A⊤B where A ∈ Rn×a and B ∈
Rn×b consists of:

1) A random variable ω ∈ Ω (shared common ran-
domness, or “public coin”)

2) A pair of encoders f1 : Rn×a × Ω → [2naR], f2 :
Rn×b × Ω → [2nbR]. These encoders produce rate
R descriptions of two matrices.

3) A decoder g : [2naR]× [2nbR]×Ω→ Ra×b, which
produces an estimate of the matrix product. We will
simply write Â⊤B = g(f1(A,ω), f2(B,ω), ω) to
denote this approximation.

The distortion of the scheme on the instance A,B is
defined as

D(A,B;S) = 1

nab
Eω∼Pω

[∥A⊤B − Â⊤B∥2F ] .

To complete the problem setting we need to agree
on what is known a priori about matrices A and B.
We will consider two cases: worst-case (where nothing,
except norm constraints, are assumed about A and B)
and average-Gaussian.

A. Quantization: worst-case setting

Let us consider the worst-case performance of a
scheme, defined as

D(S) = sup
A,B

D(A,B;S) ,

with supremum over matrices A, B with all columns of
ℓ2 norm

√
n. Throughout this subsection we will assume

this restriction on A,B unless noted otherwise.
The first and most natural scheme is to quantize each

column of A and B using a rate-R vector quantizer over
the sphere

√
nSn−1 and then set Â⊤B = Â⊤B̂. It is well
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(a) Histogram of rounding errors (b) MSE as a function of scaling coefficient γ

Fig. 1: Distribution of ϵ-quantization errors of a vector N (0, σ2I10000) with σ2 = 1/12 and ϵ = 0.1 and effects of
shrinkage on MSE.

known that the best spherical quantizer is able to achieve
approximation guarantee (uniformly over all A) s.t.

∥A− Â∥2F ≤ ∥A∥2F 2−2R+o(1) = na2−2R+o(1) .

How do we bound worst-case distortion? Suppose that
we were lucky and B̂ = B, then the best bound we can
have is from Cauchy-Schwarz

∥Â⊤B̂−A⊤B∥2F = ∥B⊤(Â−A)∥2F ≤ ∥B∥2F ∥Â−A∥2F ,

which is tight for the case when B and the quantization
error Â−A are co-aligned. Dropping the assumption of
B̂ = B and applying triangle inequality one can show
using the same method the bound

D(S) ≤ n2 · 2−2R+o(1) .

This is not good since we were expecting to get bounded
distortion (independent of n).

Can this adversarial alignment between B and quan-
tization error of A be prevented by a better scheme?
The answer is negative, at least for any scheme that
does not use common randomness ω. Specifically, [1,
Proposition 1] shows that any such non-randomized
quantizer scheme S for any finite rate R > 0 must satisfy

D(S) ≥ δ(R)n ,

where δ(R) > 0 and is independent of S.
The next idea is that of sketching [10], which is often

used in the literature on approximate matrix multiplica-
tion. For simplicity, let us further assume a = b = 1.
Then define U ∼ N (0, In) and let it be shared between
the encoders f1 and f2. Let us then compute two scalar
quantities UA ≜ U⊤A and UB ≜ U⊤B. Notice that

E[UAUB ] = A⊤E[UU⊤]B = A⊤B ,

and hence the product UAUB yields an unbiased estimate
of the inner product. Now, since these two scalar quan-
tities are with high probability bounded by O(

√
n) they

can be easily quantized with exponentially small mean
squared error given the budget of nR bits. Unfortunately,
this idea also does not work, as a simple computation
shows

Var[UAUB ] = E[U2
AU

2
B ]− (A⊤B)2

= n2E[U2
1 (ρU1 +

√
1− ρ2U2)

2]− n2ρ2

= n2(1 + ρ2) ,

where ρ = 1
nA

⊤B is the cosine of the angle between A
and B. We see that even if UA and UB were provided
to the decoder exactly, the error would still be Ω(n2)
due to variance of the estimate UAUB . Thus this kind
of scheme again only attains guarantee

D(S) ≳ n .

Of course, one could reduce variance by working with
multiple sketches, however, to drop it all the way to O(n)
one would need order n sketches and then nR bits would
need to be spent on quantizing an n dimensional vector,
bringing us back to the original problem.

So far, we have seen that all non-randomized con-
structions as well as those based on sketching are only
yielding Ω(n) distortion. Nevertheless, by combining
randomization (in the form of random rotation and
dither) with good lattice quantizers [1, Theorem 3]
constructs a scheme attaining guarantee

D(S) ≤ 2 · 22R − 1

(22R − 1)2
+ o(1) . (2)

In fact, the scheme achieves stronger guarantee even
after dropping the assumption of normalized columns.
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Specifically, for all matrices A and B with non-zero
columns of norms upper- and lower-bounded by poly-
nomials in n, we have

∀i ∈ [a], j ∈ [b] :

Eω

(
(A⊤B)ij − (Â⊤B)ij

)2
≤ ∥ai∥

2 · ∥bj∥2

n

(
2 · 22R − 1

(22R − 1)2
+ o(1)

)
≈ ∥ai∥

2 · ∥bj∥2

n
2 · (2−2R + o(1)) . (3)

In the last step we applied our high-rate assumption and
thus dropping terms smaller than 2−2R from considera-
tion.

As will be seen from the next section, for Gaussian
matrices A and B this upper bound is essentially tight.
Thus, this performance guarantee cannot be significantly
improved (except possibly by terms which are o(2−2R)
as R→∞).

Consequently, when designing rate R quantization
schemes for generic matrices, with R≫ 1, the smallest
distortion we can attain simultaneously for all A ∈
Rn×a, B ∈ Rn×b is characterized by (3), and we
therefore refer to

D∗
ij =

∥ai∥2 · ∥bj∥2

n
2 · 2−2R, i ∈ [a], j ∈ [b] (4)

as the fundamental limit for high-resolution quantized
generic matrix multiplication.

B. Quantization: the iid Gaussian case

So far we have only discussed the upper bounds. In
order to prove lower bounds, we switch to studying
the random-input case. Specifically, we define for any
quantization scheme S

DGaussian(S) = EA,BD(A,B;S)

=
1

nab
EA,B,ω[∥A⊤B − Â⊤B∥2F ] ,

where Ai,j ⊥⊥ Bi,k
i.i.d.∼ N (0, σ2).

[1, Theorem 2] shows that for any scheme S of rate
R we have (non-asymptotically, for all a, b, n)

DGaussian(S) ≥ σ4Γ(R) ,

where function Γ(R) equals{
1−

(
1−

(
2 · 2−2R∗ − 2−4R∗)) R

R∗ R ≤ R∗

2 · 2−2R∗ − 2−4R∗
R > R∗ , (5)

where the critical rate is R∗ ≈ 0.906.
Furthermore, it was shown in [1, Theorem 1] that there

exists a quantization scheme S (which is a variation of
the lattice-based construction behind (3)) attaining

DGaussian(S) ≤ σ4Γ(R) + o(1)

for all a, b and sufficiently large n. Therefore, the true
fundamental limit was determined

inf
S

DGaussian(S) = σ4Γ(R) + o(1) .

One interesting consequence of this result is demon-
strating that (at least for Gaussian data and R < R∗)
optimal strategy must combine sketching, also known
as Johnson-Lindenstrauss dimensionality reduction, with
traditional vector quantization. Empirically, this combi-
nation algorithm was investigated in [11], [12].

In this paper, as we agreed, we focus on the high-rate
regime. In this regime, R > R∗ and it is further assumed
large enough such that 2−4R ≪ 2 · 2−2R so that we can
approximate Γ(R) ≈ 2 · 2−2R. Overall, we see that on
one hand, there exists a scheme (3) that simultaneously
attains

E[∥Â⊤B −A⊤B∥2F ] ≲
∥A∥2F ∥B∥2F

n
2 · 2−2R

and that this is bound is not improvable generally, since
for iid Gaussian A,B we have left-hand side lower
bounded by the right-hand side (upto o(2−2R) terms in
the high-rate regime).

Thus, overall, we have theoretically backed reasons
to think of 2 · 2−2R as fundamental limit of quantized
matrix product.

III. QUANTIZED GENERIC MATRIX MULTIPLICATION:
PRACTICE

In this section we restrict attention to inner product
x⊤y for x, y ∈ Rn. The matrix product A⊤B of
A = [a1| · · · |aa] ∈ Ra×n and B = [b1| · · · |bb] ∈ Rb×n

consists of a × b inner products. In all schemes we
discuss below, the approximate MatMul is computed
by separately quantizing each column of each matrix,
and then computing an approximation for each entry
(A⊤B)ij ≈ â⊤i b̂j by computing the inner product of
quantized representations of ai ∈ Rn and bj ∈ Rn. Thus,
analyzing the distortion of these schemes for quantized
inner product immediately lends itself to analysis on the
distortion of each entry in the matrix product.

We will assume throughout this section that per col-
umn scaling at perfect resolution is possible. Mathe-
matically, this means that x̂ and ŷ are represented in
the form of x̂ = γxx̃, ŷ = γy ỹ, where γx and γy are
infinite-resolution scalars, and x̃, ỹ are high dimensional
low precision vectors. In the AI literature this idea is
sometimes called per-channel and per-token scaling [13].
In practice, these scalars are usually given in FP16/FP32
resolution, which contributes a miniscule rate overhead
due to high dimensionality of the main vectors x̃, ỹ.
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A. INTM Multipliers

The constellation represented by an INTM data-type
is usually defined as FINTM = Z ∩ [−2M−1, 2M−1).
Here, to simplify expressions, we will extend the
constellation by one point and assume it consists of
Z ∩ [−2M−1, 2M−1]. The most straightforward way to
approximate x⊤y using INTM multipliers is absmax
quantization defined as follows:2

• Set γx = 2−M−1∥x∥∞, γy = 2−M−1∥y∥∞.
• Set x̂ = round(x/γx), ŷ = round(y/γy)

• Set x̂⊤y = γx · γy · x̂⊤ŷ.
Note that the definition of γx, γy ensures that all entries
of the integer vectors x̂, ŷ are in [−2M−1, 2M−1] and can
therefore indeed be represented by the INTM format. Let

ex = x̂− x/γx, ey = ŷ − y/γy. (6)

For the analysis, we will make the simplifying assump-
tion that ex, ey

iid∼ [−1/2, 1/2)n and are statistically
independent of (x, y). This assumption is certainly in-
correct, but nevertheless, it results in a simple and quite
accurate analysis for most pairs x, y encountered in real-
worlds applications. Furthermore, the assumption can be
made exact if one uses subtractive dithering [9]. We have

DINTM = E(x̂⊤y − x⊤y)2

= E(γxe⊤x y + γye
⊤
y x+ γxγye

⊤
x ey)

2

=
γ2
x

12
∥y∥2 +

γ2
y

12
∥x∥2 +

nγ2
xγ

2
y

122

=
∥x∥2 · ∥y∥2

n
· 2

−2M

3[
∥x∥2∞
∥x∥2/n

+
∥y∥2∞
∥y∥2/n

+
2−2M

3
· ∥x∥

2
∞

∥x∥2/n
· ∥y∥

2
∞

∥y∥2/n

]
.

In what follows we will assume M is large enough
such that the last term above can be neglected (this is
manifestation of our focus on a high-resolution analysis).
With this approximation, we obtain

DINTM ≲
∥x∥2 · ∥y∥2

n
2 · 2−2M · ∆INT(x, y)

3
, (7)

where

∆INT(x, y) =
1

2

(
∥x∥2∞
∥x∥2/n

+
∥y∥2∞
∥y∥2/n

)
. (8)

We have that ∆INT(x, y) ≤ n Since ∥x∥2
∞

∥x∥2/n ≤ n, and
this is tight for the the natural basis vectors of Rn. Thus,
for some matrices, DINTM exceeds the fundamental
limit by a multiplicative factor of Ω(n). As we have

2We note that many openly available implementations of absmax,
e.g. derivatives of GPTQ [14], implement absmax suboptimally, so that
the smallest integer value of INTM is either unused (50% of time),
or only used for one entry of the block (the other 50%).

seen before, see (2), determinstic quantizers generally
must suffer from this kind of degradation.3

A popular way of preventing the situation of large
∆INT(x, y) is applying a random orthogonal matrix S ∈
O(n) ⊂ Rn×n to both vectors prior to quantization, such
that x ← Sx and y ← Sy. This has no effect on the
inner product as (Sx)⊤(Sy) = x⊤S⊤Sy = x⊤y, since
S⊤S = In. On the other hand, since Sx as well as
Sy become uniformly distributed on the n-dimensional
sphere, one can show that4 that as long as n ≥ 27

E[∆INT(x, y)] = E
[
∥Sx∥2∞
∥Sx∥2/n

]
≤ 2 lnn ∀x, y ∈ Rn .

We remark that applying random rotation (usually,
as a random Hadamard transform) to remove alignment
between data and quantization error, has been a standard
technique in digital communication [15] and federated
learning [16]. It has been recently applied to LLM
quantization [3], [17], [18], and FP4-training [19].
Under random rotation, thus, we obtain

DINTM,rotated ≲
∥x∥2 · ∥y∥2

n
2 · 2−2Reff (INTM)), (9)

where DINTM,rotated is the expected distortion and5

Reff(INTM)) = M − 1

2
log

(
2 lnn

3

)
. (10)

For example, for n = 4096 we have that
Reff(INTM)) ≈ M − 1.235. In Section III-E, Table I
it is numerically verified that the approximation (7) for
the general case, as well as the approximation (9) for
the rotated case, are remarkably accurate. Note that the
1
2 log

(
2 lnn

3

)
rate penalty stems from using a single scale

γx, γy for each vector. If we use group-scaling, that
is, allocate a different scale to each sub-block of size
m < n, the rate penalty will be reduced to 1

2 log
(
2 lnm

3

)
.

However, encoding the group-scales incurs a rate penalty
of c·logm/m bits, where c is the number of bits used for
describing the scale. Thus, one needs to optimize m in
order to strike the right balance between the two effects.

For the Gaussian case where x, y ∼ N (0, σ2In)
and are statistically independent, we have that

3Though, we note, here the situation is more subtle: the quantization
noise is assumed additive and independent of x, thus making quantizer
non-deterministic. But the noise is nevertheless correlated with x
through scaling factor.

4To see this, first observe E
[

∥Sx∥2∞
∥Sx∥2/n

]
= E∥Z∥2∞ for Z ∼

N (0, In). Next, we use E∥Z∥2∞ =
∫∞
0 Pr(∥Z∥2∞ > t)dt along

with the upper bound Pr(∥Z∥2∞ > t) = 1 − (1 − 2Q(
√
t))n ≤

min{1, n
√

2
πt

e−t/2}. For any t0 > 0 we can therefore upper bound

the integral by t0 +n
∫∞
t0

√
2
πt

e−t/2dt ≤ t0 +n
√

8
πt0

e−t0/2. For
all n ≥ 3 we may take t0 = 2 lnn− ln lnn− ln(π/2) > 0, and the
resulting bound is smaller than 2 lnn for all n ≥ 27.

5In this paper rate is measured in bits, and therefore log is always
taken to base 2. We denote logarithm with the natural basis by ln.
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E
[
∥x∥2·∥y∥2

n

]
= σ4n and that E

[
∆INT(x,y)

3

]
≤ 2

3 lnn.
While these quantities are not uncorrelated, for large n
their correlation vanishes, and we therefore treat them as
uncorrelated.6 We consequently obtain that for Gaussian
iid x, y and large n

1

2nσ4
E(x̂⊤y − x⊤y)2

≲ DINTM,Gaussian ≜ 2−2Reff (INTM)). (11)

B. Floating Point Multipliers

A signed floating point (FP) data-type consists of 1
sign bit s,M mantissa bits m1, . . . ,mM and E exponent
bits e1, . . . , eE . It is further characterized by a fixed
exponent-bias term µ = 2E−1 − 1. For example, the
most popular FP8 format is E4M3, referring to E = 4,
M = 3 and one sign bit. The constellation of points that
can be represented by FP format contains the set

FFP =

{
(−1)s · 2E−µ ·

(
1 + 2−M ·M

)
: s ∈ {0, 1},

E ∈ {1, . . . , 2E − 2},M ∈ {0, 1, . . . , 2M − 1}
}
∪ {0}.

In fact, one can represent more numbers called sub-
normal numbers when E = 0 and NaN and Inf when
E = 2E − 1, but for simplicity we omitted those options
from the definition of FFP above.

The FP quantization QFP(z) of a number z ∈ R is as
follows:

• Set sz ← 1{z < 0}
• Set Ez ← µ + ⌊log |z|⌋, and z̄ = 2−(Ez−µ) · |z|.

Note that z̄ = 2−⌊log |z|⌋ · |z| ∈ [1, 2).
• Set Mz ← round

(
2M · (z̄ − 1)

)
• If Mz = 2M, set Mz ← 0 and Ez ← Ez + 1

We then set QFP(z) = (−1)sz ·2Ez−µ ·
(
1 + 2−M ·Mz

)
.

This is possible if Ez ∈ {1, . . . , 2E − 2}. Otherwise
overload occurs, and we output 0 if Ez < 1 or the signed
largest value in the constellation (if Ez > 2E − 1).

We also define

ez̄ ≜ z̄ − 2−M · round
(
2M · z̄

)
, ρz ≜

2⌊log |z|⌋

|z|
(12)

and note that ρz ∈
(
1
2 , 1
]
, ez̄ ∈ 2−M [

− 1
2 ,

1
2

)
, and that

if overload did not occur we have that

QFP(z) = z(1 + ρz · ez̄). (13)

For the analysis that follows, we will adopt an approx-
imate model which we call the infinite-exponent inde-
pendent noise (IEIN) model. Under this model QFP(z)

6A more careful inspection of DINTM for the Gaussian case shows
that the expression in (11) is valid without any assumptions on the
correlation between ∥x∥2·∥y∥2

n
and ∆INT(x, y).

is defined by equation (13), and (ez̄, ρz, z) are mutu-
ally independent with ez̄ ∼ Uniform

(
2−M [

− 1
2 ,

1
2

))
and ρz = 2−U where U ∼ Uniform([0, 1)). Both
approximations are justified by the observation that while
quantizing high-dimensional vectors, residuals of the
rounding ⌈·⌉ will generally be equi-distributed in the
[−1/2, 1/2) interval, as we discussed in Section I-B.

The most straightforward way to approximate x⊤y
using FP multipliers is absmax quantization. Below
we describe dithered absmax quantization, which is a
simple variant of absmax quantization that is as easy to
implement and will simplify the analysis:

• Let Ux, Uy ∼ Uniform([0, 1)) be statistically in-
dependent. Let Emax− = 2E − 2 − (µ − 1). Set
γx = 2Ux2−Emax− ∥x∥∞, γy = 2Uy2−Emax− ∥y∥∞.

• Set x̃ = x/γx and ỹ = y/γy
• Set ˆ̃x = QFP(x̃), ˆ̃y = QFP(ỹ)

• Set x̂⊤y = γx · γy · ˆ̃x⊤ ˆ̃y.

When Ux = Uy = 1 with probability 1, this essentially
reduces to standard absmax quantization.

Note that under dithered absmax quantization the IEIN
model becomes quite realistic. In particular,

ρx̃i
= 2⌊log(x̃i)⌋−log(x̃i) = 2−(log(x̄i2

−Ux )−⌊log(x̄i2
−Ux⌋),

where x̄i = 2Emax−xi/∥x∥∞. Since Ux ∼
Uniform([0, 1)] is statistically independent of
everything, we have that the IEIN assumption on
ρx̃i holds exactly for all i ∈ [n]. Similarly it holds
for ρỹi

for all i ∈ [n], and ρx̃i
⊥⊥ ρỹi

and are also
independent of x, y. Furthermore, the scaling by γx, γy
prior to applying QFP(·) guarantees that if overload
did occur, it is only for entries whose magnitude is
about 2−(2E−3) times smaller than the largest magnitude
entry. Thus, if n≪ 2−2·(2E−3), the contribution of these
entries to the total MSE in quantizing x̃ is negligible.
The assumption that e¯̃xi

is uniform is similar to the
uniform quantization noise assumption we have made
when analyzing INTM constellations, and it becomes
more accurate as the number of mantissa bitsM grows.

Under the IEIN model, the approximation error is

eFP =

n∑
i=1

γxγy ˆ̃xi
ˆ̃yi − xiyi

=

n∑
i=1

xiyi(1 + ρx̃ie¯̃xi
)(1 + ρỹie¯̃yi

)− xiyi

=

n∑
i=1

xiyi
(
ρx̃ie¯̃xi

+ ρyie¯̃yi
+ ρx̃iρỹie¯̃xi

e¯̃yi

)
.

By our assumptions that (ex̄i , eȳi , ρx̃i , ρỹi) are indepen-
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dent, and further assuming {ex̄i
, eȳi
} are iid, we have

E[e2FP] =
2−2M

12

n∑
i=1

x2
i y

2
i

(
2CFP + (CFP)

2 2
−2M

12

)
,

(14)

where

CFP = E[2−2U ] ≈ 0.541, U ∼ Uniform([0, 1)] (15)

Neglecting the last term, we have

DFP,M = E[e2FP] ≲ 2CFP ·
2−2M

12

n∑
i=1

x2
i y

2
i

=
∥x∥2 · ∥y∥2

n
2 · 2−2Reff (FP,M) ·∆FP(x, y), (16)

where

Reff(FP,M) =M+
1

2
log

(
12

CFP

)
≈M+ 2.2356,

(17)

and

∆FP(x, y) = n

n∑
i=1

x2
i

∥x∥2
· y2i
∥y∥2

. (18)

In Section III-E, Table I it is numerically verified that
the approximation (16) is remarkably accurate.

Evidently, the gap from the fundamental limit is
dictated by ∆FP(x, y). It is easy to see that 0 ≤
∆FP(x, y) ≤ n. If at least one of the vectors x or y is
drawn from an iid distribution, independently of the other
vector, it immediately follows that E[∆FP(x, y)] = 1.
Furthermore, if we apply a random rotation prior to
quantization, such that x ← Sx and y ← Sy, using
the Cauchy-Schwartz inequality we have that

E[∆FP(x, y)] ≤ n

n∑
i=1

(
E
(

xi

∥x∥

)4

· E
(

yi
∥y∥

)4
)1/2

=
3n

n+ 2
< 3,

where we have used the fact [1, Appendix D] that if U ∼
Uniform(αSn−1), where Sn−1 = {z ∈ Rn : ∥z∥ = 1}
is the unit sphere, then E(U4

1 ) =
α4

n2
3n
n+2 .

For the Gaussian case where x, y ∼ N (0, σ2In) and
are statistically independent, we have E

[
∥x∥2·∥y∥2

n

]
=

σ4n and E [∆FP(x, y)] = 1 (this holds for any iid dis-
tribution with zero-mean and variance σ2). Furthermore,
we have that ∥x∥2·∥y∥2

n and ∆FP(x, y) are statistically
independent. We consequently obtain that for Gaussian
iid x, y

1

2nσ4
E(x̂⊤y − x⊤y)2

≲ DFPM,Gaussian ≜ 2−2Reff (FP,M)). (19)

Fig. 2: Demonstrating accuracy of FP8 approxima-
tion (19). The figure plots average ratio (over 1024 pairs
of vectors of dimension 32, each generated iid N (0, σ2))
of the normalized squared error of the inner-product
(see left-hand side of (19)) against the simple theoretical
approximation 2−2Reff (FP,M))+1.

It turns out that this approximation is accurate even
without dithered absmax scaling for a wide range of σ’s
and even small dimensions n (see Fig. 2).

C. Multi-scaled INT and FP constellations

A current trend in LLMs inference is to use 4 bit
multipliers whenever possible. Those include INT4 mul-
tipliers corresponding to entries in Z∩ [−8, 7), and FP4
multipliers corresponding to entries in

FP4 = {0,±1

2
,±1,±3

2
,±2,±4,±6}. (20)

Recall that for INTM multipliers with absmax scaling,
the effective rate given by (10) is 1

2 log
(
2n
3

)
bits smaller

than M , even when random rotation is applied. For
M as small as 4, and even moderate n, using absmax
scaling therefore decreases Reff(INTM) significantly
with respect to M . The FP4 constellation suffers from a
similar problem: since it uses only E = 2 exponent bits,
overload errors are common under absmax scaling, and
the attained distortion is far greater than that predicted
by the IEIN model.

Consequently, those constellations are seldom used
with absmax scaling. Instead, a multi-scaling procedure
is applied. Here we describe the NV multi-scaling mech-
anism: In order to compute x⊤y, for x, y ∈ Rn, each
vector is first scaled by a global scale, as in absmax
scaling, but afterwards it is split to consecutive sub-
blocks of size 16. Then, each sub-block is scaled by an
E4M3 FP8 number, such that that the absolute value of
the maximal entry in the scaled sub-block is as close as
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(a) Histogram of ∆INT (b) Histogram of ∆FP

Fig. 3: Histograms of ∆FP and ∆INT for the setup described in Section III-E.

possible to 7 for INT4 or 6 for FP8.7 Consequently, both
NVINT4 and NVFP4 actually have rate 4+ 8

16 = 4 1
2 bits

per entry.
We now make the heuristic argument that the distor-

tion attained by NVFP4 is typically upper bounded by
the distortion predicted by the IEIN model for 1 mantissa
bit (which has Reff(FPM) = 3.2356). Let us ignore
the finite resolution of the E4M3 scale assigned to each
vector x̃ ∈ R16, and assume for the analysis below that
this scale is given in full resolution. Then, the input
to the FP4 quantizer is 6 x̃

∥x̃∥∞
. Assume without loss

of generality that ∥x̃∥∞ = |x̃1|, and define the set of
coordinates OL = {i ∈ {2, . . . , 16} : 6 |x̃i|

∥x̃∥∞
< 1}. For

all the coordinates in [16]\{1∪OL} there is no exponent
overload, and the IEIN model is a good approximation.
In contrast, for i = 1 and i ∈ OL the IEIN model is
not a good approximation. For i = 1, we have that x̃1

is scaled exactly to a point ±6 ∈ FP4, such that it
suffers no quantization error. On the other hand, for all
i ∈ OL, we have that the FP4 representation of 6x̃i/∥x̃∥
is in overload (its corresponding exponent is too small),
and the IEIN model is overly optimistic. Since each one
of these entries is quantized to either {0,±1/2,±1},
their total contribution to the distortion (after rescaling

by ∥x̃∥∞/6) is upper bounded by |OL| ·
(
1
4

)2 (∥x̃∥∞
6

)2
.

Whenever |OL| ≤ 6 < 576
48/CFP

, this is smaller than
1
4
∥x̃∥2

∞
12 CFP which was “saved” (with respect to the IEIN

model) by perfectly aligning the largest entry to the FP4

constellation. Thus, for vectors in R16 with |OL| ≤ 6,

7Alternatively, for each sub-block one often chooses the minimal
scale such that the largest value is at most 7 (INT) or 6 (FP). Also,
while NVFP4 is a popular data-type supported in Nvidia’s modern
GPUs, NVINT4 is far less popular and is described here only for
comparison purposes.

the distortion for NVFP4 quantization is smaller than
that predicted by the IEIN model with M = 1.

D. NestQuant

The INTM constellation admits very simple quantiza-
tion and de-quantization procedures. However, it suffers
from two shortcomings: 1)The distortion in quantization
of a vector x ∈ Rn depends on ∥x∥∞ rather than on
∥x∥2; 2)The induced quantization cells are cubic, and
therefore suffer from highly sub-optimal volume/second-
moment tradeoff.8 The NestQuant framework [1], [22],
which is the topic of this subsection, provides signif-
icant improvements with only a slight increase in the
quantization/de-quantization complexity.

We review some basic lattice definitions. See [9] for
a comprehensive treatment of lattices in information
theory. For a lattice L ⊂ Rd we define the nearest
neighbor quantizer QL : Rd → L as

QL(x) = argmin
λ∈L

∥x− λ∥, (21)

where ties are broken arbitrarily, but in systematic man-
ner. The Voronoi region VL is defined as the set of all
points in Rn that are closer to 0 than to any other lattice
point

VL =
{
x ∈ Rd : QL(x) = 0

}
. (22)

Any lattice L ⊂ Rd has a (non-unique) generating matrix
G ∈ Rd×d such that L = GZd. The covolume of the
lattice L, denoted covol(L), is the volume of its Voronoi
region (or any other fundamental cell of L), which is also
equal to |G|. The point density of a lattice is γ(L) =

8In fact, the strong slicing conjecture postulates that among all unit-
volume convex sets at isotropic position, the cube has the largest
second moment. See [20, Section 6.1] and [21]
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covol−1(L) = |G|−1. We define the second moment of
the lattice L as

σ2(L) =
1

d
E∥Z∥2, (23)

where Z ∼ Uniform(VL) is a random vector uniformly
distributed over the Voronoi region of L.

For a lattice L ⊂ Rd and an integer q ≥ 2 we have
that qL ⊂ L forms a self-similar nested lattice pair. The
lattice qL is referred to as the coarse lattice and it forms
a partition of L to qd cosets

L =

qd⋃
i=1

(xi + qL) ,

where xi ∈ L, i = 1, . . . , qd are coset representatives.
Note that any point in the coset xi + L can be chosen
as the representative of this coset. Any choice of coset
representatives induces a nested lattice codebook L/qL
consisting of qd points. A particularly useful choice is
Voronoi codes [23], introduced by Conway and Sloane,
where for each i = 1, . . . , qd the coset representative is
chosen as the minimum energy member of this coset.
In particular, the obtained codebook is of the form
L ∩ qVL. Encoding of x to [q]d amounts to computing
v = Enc(x) = [G−1QL(x)] mod q, where here mod q
denotes component-wise modulo q reduction. Decoding
amounts to computing Dec(v) = Gv − q · QL(Gv/q).9

Thus, if we have an efficient implementation of the
nearest neighbor lattice quantizer QL(·), we can also
implement the encoder and decoder of Voronoi codes
efficiently. Notably, the complexity of encoding and
decoding does not grow with q (thus, high-rate and low-
rate quantization have the same computational cost).
Furthermore, whenever QL(x) ∈ qVL we have that
Enc(Dec(x)) = QL(x), and the quantization error is in
VL. We refer to the event QL(x) /∈ qVL as an overload
event.

Note that the INTM constellation is in fact a Voronoi
code for the nested lattice pair (βZn/2MβZn) for β > 0.
In order to avoid overload when quantizing x ∈ Rn,
the absmax scaling sets β = 2−(M−1)∥x∥∞, and
the corresponding second moment is β2σ2(Z), where
σ2(Z) = 1

12 .
NestQuant applies a random rotation S (in practice,

randomized Hadamard transform) to both vectors x, y ∈
Rn prior to quantization. Then, it splits each rotated
vector to chunks of size d, and quantizes each one of
them separately. It improves over INTM by using:

1) Better lattice: Replacing Zd with a lattice L ⊂ Rd

of the same covolume, that admits efficient nearest
neighbor decoding QL(·) and has smaller second

9We ignore dithering here, for simplicity, though it is needed for
preventing undesired boundary effects [24, Section II].

moment σ2(L) < σ2(Z) = 1/12 and smaller
overload probability

Pr(QβL(X) /∈ qβVL) < Pr(QβZd(X) /∈ qβVZd),

for X ∼ N (0, Id);
2) Multi-scaling: Using a bank of K different scales
{β1, . . . , βK} and using the scale that results in the
smallest squared error. The effective codebook is
therefore

C =
K⋃

k=1

βk(L ∩ qVL).

In [1] it was shown that for d = n with n large enough,
there exist lattices L for which NestQuant attains the
optimal distortion-rate tradeoff for matrix multiplication.
However, such lattices typically do not admit efficient
QL(·). In [22] it was shown that by using d = 8 with the
lattice L = E8, which has a very fast QL(·), one obtains
excellent performance, significantly outperforming other
LLM quantization strategies at a similar bit-rate.

E. Numerical results

The goal of this section is to give numerical validation
to our analysis of INT and FP constellations, which re-
lied on some approximations, and compare performance
of various quantizers in a realistic setup. To this end we
focus on one particular linear operation within an LLM,
and consider the Wv ∈ Rn×a matrix in the 15th layer
of Llama3-8B, along with its corresponding activation
vectors. Here, n = 4096, a = 1024, and the matrix
X ∈ Rb×n consists of b = 10, 000 rows, which were
sampled by running 5 different prompts on the model
and taking about 2048 consecutive activation vectors for
each prompt.

For these matrices we define 3 matrices of size b× a:

K(i, j) = 2
∥X(i, :)∥2∥W (:, j)∥2

n
i ∈ [b], j ∈ [a]

∆INT(i, j) = ∆INT(X(i, :),W (:, j)) i ∈ [b], j ∈ [a]

∆FP(i, j) = ∆FP(X(i, :),W (:, j)) i ∈ [b], j ∈ [a],

where ∆INT and ∆FP are defined in (8) and (18),
respectively.

First, we explore the accuracy of our approximations
for DINTM and DFPM, as given in (7) and (16). To
this end we quantize X and W using INT8 absmax
quantization and using FP8 (E4M3) dithered absmax
quantization. We denote the approximation error of XW
using these methods by eINT8 ∈ Rb×a and eFP8 ∈ Rb×a,
respectively. Table I provides the root mean squared
error (RMSE) of the ab error entries with and without



11

Hadamard rotation, under different normalizations. We
denote

ēINT8(i, j) =
eINT8(i, j)√

K(i, j)∆INT(i, j)/3
, i ∈ [b], j ∈ [a]

ēFP8(i, j) =
eFP8(i, j)√

K(i, j)∆FP(i, j)
i ∈ [b], j ∈ [a].

If our expressions for DINTM and DFPM are accurate,
then for I ∼ Uniform([b]) and J ∼ Uniform([a]) it
holds that

E(ē2INT8(I, J)) = 2−2M , E(ē2FP8(I, J)) = 2−2Reff (FP).

The first row of Table I shows that those approximations
are indeed remarkably accurate.

The second row of Table I provides the RMS of
the quantization errors normalized by

√
K(i, j). Recall

from (4) that the fundamental limit for generic rate R
quantized MatMul is Dij = K(i, j) · 2−2R, assuming
R ≫ 1. Thus, if the optimal high-dimensional rate
R = 8 quantizers from [1] were used instead of the
various INT8/FP8 schemes investigated, the normalized
RMSE would have been 2−8. The second row in Table I
therefore shows how many of the 8 bits each of the
scheme is using are “effective”.

The third row of Table I provides the RMS of the
quantization errors normalized by

√
2n for the case

where X,W are of the same shape as above, but their
entries are drawn iid N (0, 1). The results verify the
accuracy of our expressions for DINTM,Gaussian and
DFPM,Gaussian in (11) and (19), respectively. Note that,
as expected, the effective rate for rotated INTM quan-
tization is the same as that of INTM quantization for
Gaussian matrices.

In order to obtain a deeper understanding of where
the numbers in the second row in Table I come from,
we explore the distribution of {∆INT(i, j)}i∈[b],j∈[a] and
{∆FP(i, j)}i∈[b],j∈[a]. In Figure 3a we plot the histogram
of the a · b entries of the matrix ∆INT with and without
applying Hadamard rotation on both matrices. We see
that for the original matrices ∆INT can take very large
values, whereas for Hadamard rotated matrices the en-
tries of ∆INT concentrate below 2 ln(n). Thus, rotating
the matrices prior to INT quantization is crucial (at least
for Llama3-8B).

In Figure 3b we plot the histogram of the a · b
entries of the matrix ∆FP with and without applying
Hadamard rotation on both matrices. Here, the situation
is very different. While Hadamard rotation makes the
distribution concentrated around 1, we see that without
rotation the entries of ∆FP are typically smaller than
1. This shows that not only is full-vector rotation un-
necessary for FP quantization, it is actually harmful!
Of course, this conclusion is specific for the matrices
we used for this experiment. However, prior work [25,

Fig. 4: Performance of several quantization schemes with
R = 4.5.

Table 1], [26] have already observed that rotation is often
harmful for FP LLM quantization, and we argue that the
behavior of ∆FP provides a rigorous explanation for this
phenomenon.

Figure 4 compares the approximation error distribu-
tion of 3 quantization schemes with rate R = 4.5 bits per
entry: NVINT4 after Hadamard rotation, NVFP4 with-
out Hadamard rotation, and NestQuant with a bank of
K = 16 different scales. For all schemes, we normalize
the approximation error of the ijth entry by

√
K(i, j).

The performance of NVINT4 and NVFP4 is seen be
quite similar, while that of NestQuant is significantly
better and attains ≈ 0.6 more bits of accuracy with
respect to the former schemes.

IV. WEIGHT QUANTIZATION: THEORY

Modern LLMs often include a huge number of pa-
rameters, and cannot be stored in full-precision in the
high bandwidth memory (HBM) of a single GPU. This
problem can often be solved by weight quantization to
R bits per parameter where R is the ratio between the
HBM capacity and the model’s size. Note that only the
weight matrices need to be quantized in this scenario, as
the activations are computed online and do not need to
be stored.10

Let us restrict attention to a particular linear layer in
the network with weight matrix W ∈ Rn×a. The linear
layer operates by taking (a vector of) input activations
X and producing

Y = X⊤W .

For that, W needs to be loaded from memory and as
we discussed above this results in the crucial bottleneck

10We ignore the capacity required for the KV cache in this discus-
sion.
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INT8 Hadamard INT8 FP8 Hadamard FP8

RMS
(
ēINT8/FP8(i, j)

)
2−7.9994 2−8.0012 2−5.2346 2−5.2372

RMS

(
eINT8/FP8(i,j)√

K(i,j)

)
2−5.2495 2−6.8664 2−5.4378 2−5.2370

RMS
(

eINT8/FP8(i,j)√
2n

)
iid N (0, 1) entries 2−6.8619 2−6.8645 2−5.2395 2−5.2383

TABLE I: RMS of normalized errors

during generation/reasoning part of the LLM operation.
Thus, our job is to replace W with quantized version
Ŵ , which can be loaded much faster, with the target of
minimizing expected distortion over random inputs X ,
that is we aim to minimize

D =
1

n
E∥X⊤(W − Ŵ )∥2F

=
1

n
tr(W − Ŵ )⊤ΣX(W − Ŵ ) , (24)

where ΣX = E[XX⊤] (This objective is by far the most
popular one, though, others exist [27], [28].)

Since only the second order statistics ΣX affect this
objective, in practice one uses a set of samples (known
as calibration data) from the underlying distribution in
order to estimate it. With the second order statistics at
hand, the problem of quantizing W becomes a weighted
mean squared error (WMSE) quantization problem. We
note that calibration data about X is also useful for quan-
tization of both weights and activations (i.e. the setting
of Section II). See e.g. [13], [4, Section 4.5], [29], [30].

Weight matrices start life as iid Gaussian and evolve
during training. However, in many ways their statistics
are still largely very similar to iid Gaussian and that
is how we will model them in this (theoretical) sec-
tion. Some (mostly older) LLMs have peculiar aspects
of weight matrices, such as existence of outliers and
rank deficiencies, that need to be exploited/mitigated in
practical algorithms, though.

Notice also that objective (24) treats distortion across
columns of W in an additive manner. Consequently,
analyzing the case of a = 1 (single column, or single
output neuron) can be done without loss of generality,
at least as long as n ≫ 1 and full advantage of vector
quantization can be exploited already in dimension n,
without needing to do joint vector quantization across
all na dimensions.

So in summary, the goal of this section is to un-
derstand theoretically the problem of mapping W ∼
N (0, In) to Ŵ belonging to the universe of 2nR possi-
bilities, with the goal of minimizing

D =
1

n
(W − Ŵ )⊤ΣX(W − Ŵ ) . (25)

One important aspect of the weight only quantization
problem worth pointing out from the outset is the asym-
metry between encoding and decoding. The encoding

(quantization) is done offline, once for each model, and
may therefore be computationally demanding. The de-
coding (de-quantization), on the other hand, is executed
online every time a weight matrix is used, and must
therefore be highly efficient. (This is in contrast with
activation quantization, which is done online and has
to be extremely computationally efficient.) In particular,
while information about ΣX is available to the encoder
(recall that it operates offline and can be quite slow), the
decoder’s online operation requires all information about
ΣX be packaged inside the rate-constrained description
of W . Thus, assuming decoder knows ΣX or its SVD
basis (but not its spectrum) is not reflecting the practical
constraints adequately.

Nevertheless, below we will start by treating the
impractical fully informed case, which will provide a
firm lower bound to the more practical version of un-
informed/oblivious decoder case. We initiate our discus-
sion with a simple heuristic demonstration of the main
points on the example of scalar quantization.

A. Scalar quantization and waterfilling

Before discussing information theoretic results, let us
consider a very simple case of X with uncorrelated
coordinates, i.e. ΣX = diag{λ1, . . . , λn}. Suppose, in
addition, that weights Wi ∈ [−1/2, 1/2).

Consider, first, the case of usual uniform quantization
using ϵ-grid, where ϵ = 2−R. The resulting distortion (in
accordance with additive noise approximation (1)) will
be

D1(R) =
1

n

n∑
i=1

λi
ϵ2

12
=

λ̄A

12
2−2R ,

where λ̄A = 1
n

∑
i λi is the arithmetic mean of λ’s.

Now, given that different coordinates of W contribute
differently to D, one may naturally try to allocate rate
more judiciously. Specifically, let us solve the problem
of

D2 = min
1

12n

n∑
i=1

λiϵ
2
i ,

subject to rate constraint
∏

1
ϵi
≤ 2nR. Using Lagrange

multipliers we can easily find a parametric formula for
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the optimizer, given in terms of parameter τ > 0:

D2 =
1

n

n∑
i=1

min(τ, λi/12)

R =
1

2n

n∑
i=1

logmax(1,
λi

12τ
) ,

where the grid spacings ϵi = min(
√

12τ
λi

, 1). This kind
of allocation is traditionally called (reverse) waterfilling
solution, due to interpretation of τ as water level that re-
duces i’th coordinate baseline distortion (equal to λi/12)
down to τ . Those coordinates that are so insignificant
(“below waterlevel”) get zero rate allocation and are
quantized to zero.

In accordance with our focus on high-rate case, we can
assume that τ < mini λi and get a simplified expression:

D2(R) =
λ̄G

12
2−2R ,

where λ̄G = (
∏

i λi)
1/n is the geometric mean of λi’s.

In all, we conclude that when quantizing vectors
under weighted quadratic metric, one should choose
quantization grid spacing ϵi ∝ 1√

λi
with coefficient of

proportionality chosen depending on the target required
rate R. How much does one win from this optimization
is given by the AM-GM inequality λ̄G < λ̄A. Another
way to say is that optimizing per-coordinate quantizers
one wins about 1

2 log
λ̄A

λ̄G
bits of rate.

We will return to this idea below, when we describe a
practical WaterSIC algorithm for weight-only quantiza-
tion in Section V-D. There the role of λi’s is played by
the diagonal elements of the Cholesky decomposition of
(non-diagonal) ΣX .

Fig. 5 illustrates rate-advantage for input activations
to various linear layers of Llama-3-8B.

B. WMSE Quantization: information theoretic limit

The waterfilling solution derived heuristically in the
previous section can be in fact made rigorous, at least for
the case of Gaussian weights W ∼ N (0, σ2

W In), which
we consider in this subsection. Another assumption we
make is that the covariance matrix ΣX ∈ PSDn (the set
of all n × n PSD matrices) is fixed and known to both
encoder and decoder.

The formal problem is this: given W ∼ N (0, σ2
W In),

encoder f : Rn → [2nR] produces a rate-R description
of W . Subsequently, decoder g : [2nR] → Rn converts
this description into the estimate Ŵ . The information-
theoretic question is to determine the value of the small-
est distortion attainable by the best pair (f, g), i.e.

D∗(ΣX , R) = min
f,g

1

n
E[(W − Ŵ )⊤ΣX(W − Ŵ )] .

The naive (suboptimal) solution is to use a standard
isotropic Gaussian codebook of rate R, which results
in error covariance given by E[(W − Ŵ )(W − Ŵ )⊤] =
σ2
W 2−2RIn. Note that the previous result is simple if we

understand E as averaging over the Gaussian codebook,
but is rather non-trivial if we want to demonstrate exis-
tence of a codebook with nearly-white covariance matrix
of errors. This was the main technical difficulty behind
the results of [1], cf. Theorem 13 there. Nevertheless,
under this assumption on the error distribution, we get

Diso(R) = 2−2R σ2
W

n
tr ΣX . (26)

Although this is generally very far from D∗(ΣX , R),
such scheme works simultaneously for all ΣX and does
not require knowledge thereof.

Scheme that is allowed to fully exploit knowledge of
ΣX can first compute W ′ = V ⊤W , where V is the
orthogonal matrix in the SVD decomposition of ΣX =
V ⊤ΛV . If decoder can estimate Ŵ ′, then it can also set
Ŵ = V Ŵ ′. Then, the distortion can be expressed in
terms of (W ′, Ŵ ′) as

D =
1

n

n∑
i=1

λiE[(Ŵ ′
i −W ′

i )
2] .

We see that after this change of coordinates, the problem
indeed becomes that of weighted mean-squared error
(WMSE), justifying the name.

To relate distortion and rate, we consider a standard
data-processing argument, see [31, Section 23.4]:

nR ≥ I(W ′; Ŵ ′) ≥
n∑

i=1

I(W ′
i ; Ŵ

′
i ) ,

where the second inequality is due to independence of
coordinates of W ′ ∼ N (0, σ2

W In), cf. [31, Theorem
6.1]. Now, given value Di = E[(Ŵ ′

i−W ′
i )

2] the smallest
I(W ′

i ; Ŵ
′
i ) = 1

2 log
σ2
W

Di
is attained under Gaussian

coupling, cf. [31, Section 26.1.2]. Overall, we get

R ≥ 1

2n

n∑
i=1

log
σ2
W

Di

D =
1

n

n∑
i=1

λiDi .

Minimizing the value of D given R can be done via La-
grange multipliers, resulting in the (reverse) waterfilling
solution parameterized by τ > 0:

D∗(τ) =
σ2
W

n

n∑
i=1

min{λi, τ},

R∗(τ) =
1

n

n∑
i=1

1

2
logmax

{
1,

λi

τ

}
. (27)
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(a) Scatter plot illustrating gap in AM-GM inequality for
eigenvalues of ΣX .

(b) Rate advantage (in high-rate regime) of waterfilling over
Diso (which corresponds to the case of ΣX -oblivious encoder
and decoder). Squares correspond to (skipped) layers with
singular ΣX .

Fig. 5: Illustrating ΣX of activations entering various layers of Llama-3-8B when processing Wikitext-2 dataset.
Note that this is an estimate of the rate advantage assumes weight matrices are well modeled by N (0, In). In
particular, actual weight matrices were never used for this plot.

Note that, while our argument only gives a lower bound
on the minimal distortion, it can be shown to be achiev-
able asymptotically for large n. (This can either be done
by grouping adjacent λi’s and jointly vector-quantizing
corresponding groups of coordinates; or we can recall
that the actual problem requires compressing W ∈ Rn×a

and we can do Gaussian vector quantization over a-long
vectors as long as a ≫ 1.) Thus, in the remainder of
this paper, we will consider the value D∗(R) given by
waterfilling to be the actual fundamental limit, ignoring
small non-asymptotic penalty.

Just like in the previous heuristic section, we see
that optimal codebook allocates rate unequally: the PCA
direction corresponding to high values of λi should get
quantized more finely with Di ∝ 1

λi
. In the high-rate

regime we get

D∗
High−Rate(R) = |ΣX |1/nσ2

W 2−2R , (28)

and the advantage compared to uninformed isotropic
coding is again given by the gap in the AM-GM in-
equality, or

1

2
log

1
n tr ΣX

|detΣX |1/n

bits in effective rate.

C. ΣX -oblivious decoder

In the setup above, we have allowed the decoder to
depend on ΣX (in particular, to apply SVD decomposi-
tion). However, in LLM applications this would require
communicating ΣX (or the SVD basis matrix V ) to
GPU’s compute devices, which would be very costly.
Instead, we would like to use a very lean decoder, that
only uses those bits provided with the description of W
to produce its reconstruction, universally for all ΣX .

We will therefore require that while the encoder
f(W,ΣX) may depend on ΣX , the decoder g : [2nR]→
Rn depends only on the bits it receives from the encoder.
With this constraint, the quantization problem consists of
a codebook C ⊂ Rn with |C| ≤ 2nR codewords, agreed
upon by the encoder and decoder, where the encoder’s
job is to solve, or approximately solve, the problem

Ŵ ∗ = argmin
c∈C

[(W − c)⊤ΣX(W − c)]. (29)

The encoder then describes Ŵ ∗ using nR bits, and the
decoder can reconstruct Ŵ ∗ from those bits.

We know from the previous section that in order
to achieve the informed (waterfilling) D∗(R) optimal
codebook needs to be anisotropic: the “grids” need to
be denser along the PCA directions corresponding to
higher values of λi. In the uninformed case, we are not
able to do such adaptation (since ΣX is unknown at the
time of the codebook design). Thus, we are forced to
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use isotropic codebook. In a forthcoming work [32] a
somewhat surprising result is shown: if one generates C
iid from isotropic Gaussian distribution, then simultane-
ously for all ΣX the adaptive encoder (29) achieves the
following (parametric) rate-distortion:

Drc(R) =
τσ2

W

n

n∑
i=1

λi

τ + λi

R =
1

2n

n∑
i=1

log(1 +
λi

τ
) .

First, observe that in the high-rate regime R≫ 1 (i.e.
τ ≪ 1), we get

Drc(R) = |ΣX |1/nσ2
W 2−2R +O(2−4R) .

Comparing this to (28), we observe that in the high-rate
regime this scheme attains the optimal waterfilling dis-
tortion (upto higher order corrections), despite decoder
not knowing ΣX . Furthermore, analysis in [32] shows
that universally over all possible ΣX the gap between
waterfilling solution D∗(R) and Drc(R) is never more
than 0.1 bit.

This result demonstrates that the most significant part
of the gap between (26) and (27) is not due to sub-
optimal codebook design, but rather due to suboptimal
rounding to that codebook. In other words, one must
focus on implementing better rounding schemes rather
than optimizing codebooks. Unfortunately, as we will
see in the next section, even for the uniform quanti-
zation (Zn codebook), computing (29) is computation-
ally hard. Thus, despite theoretical near-optimality of
isotropic codebooks, the algorithmic difficulty makes
ΣX -oblivious quantization very interesting and rather
underexplored. A practical low-complexity algorithm,
known variously as successive-interference cancellation
(SIC), Babai’s algorithm, GPTQ or LDLQ, will be
discussed in the next section.

V. WEIGHT QUANTIZATION: PRACTICE

In this section we discuss approximate solutions for
the WMSE quantization problem, that can be computed
efficiently. We will describe several variants of the
GPTQ/LDLQ algorithms [2], [3], and propose novel im-
provements based on our information theoretic analysis.
The schemes we discuss rely on a reformulation of the
“optimal rounding” problem (29) using the Cholesky
decomposition [33], [34]. We develop this reformulation
in Subsection V-A. The analysis of the quantization
schemes that follow requires some background in high-
resolution quantization using lattices. We provide this
background in Subsection V-B, and then in Subsec-
tion V-C we explain and analyze the SIC rounding
algorithm. In its most basic form, this algorithm is
equivalent to the canonical GPTQ/LDLQ [2], [3], as

was recently observed in [33], [34]. In light of the
information theoretic analysis above, and the analysis of
the SIC algorithm, it immediately becomes clear that a
simple variation of GPTQ/LDLQ called WaterSIC, that
we develop in Subsection V-D, provides an improved
distortion and is provably quite close to the lower
bound (28) we developed on the WMSE.

A. Reformulation of (29) via Cholesky Decomposition
Using the Cholesky decomposition, we can decom-

pose ΣX as ΣX = U⊤U where U ∈ Rn×n is an
upper triangular matrix. Plugging this into (29) we obtain
that given a fixed codebook C the optimal quantization
problem becomes

Ŵ ∗ = argmin
c∈C

∥Y − U · c∥2, where Y = UW ∈ Rn.

(30)

Denote

eY = Y − UŴ ∗, eW = W − Ŵ ∗, (31)

and note that

Ŵ ∗ = W + eW = W + U−1eY . (32)

Recall that since W ∼ N (0, σ2
W In), we have that

Pr(W /∈
√
n(1 + ε)σ2

WB) → 0 for any ε > 0, as
n → ∞, where B = {x ∈ Rn : ∥x∥ ≤ 1}. For
high-resolution quantization, where eY is so small that
U−1eY can also be assumed small, this will imply that
Ŵ ∗ will typically also fall inside a ball with radius√
n(1 + εR)σ2

WB, where εR vanishes with R (and n).
This fact will be useful in the analysis below.

Before proceeding further, we note that Cholesky
matrix’ U diagonal entries will play here the same role
as eigenvalues of ΣX did in Section IV. In particular,
we will see that algorithms whose codebooks have equal
density in each direction (SIC/GPTQ) attain error

DGPTQ(R) ≈ 2πe

12
σ2
W (

1

n

∑
i

U2
i,i)2

−2R , (33)

which depends on arithmetic mean of squared entries of
diagonal of U (which is highly dependent on permutation
of columns of ΣX and application of random rotations).
Our new scheme (“WaterSIC”) spends rate more judi-
ciously (more bits to coordinates with higher Ui,i and
attains

DWaterSIC(R) ≈ 2πe

12
σ2
W (
∏
i

U2
i,i)

1/n2−2R . (34)

On a first sight, we only get the same AM-GM improve-
ment as with / without waterfilling. However, what is re-
markable and much deeper is the fact that since |ΣX | =
|U |2, we have (

∏
i U

2
i,i)

1/n = |ΣX |1/n, thus recovering
(within factor 2πe

12 , which corresponds to Koshelev’s fa-
mous 0.25 bit gap [31, Section 24.1.5]) the information-
theoretic optimal waterfilling rate D∗

High−Rate, see (28).
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B. Preliminaries on High-resolution quantization via
shaped/entropy coded lattice quantizers

Designing a quantizer for the WMSE problem with
ΣX -oblivious decoder entails choosing the codebook
C, which consists of 2nR vectors in Rn. One way to
construct such a codebook is to start with an infinite
constellation, in our case a lattice L ⊂ Rn, and then
choose from L only 2nR points [9]. This can be done
by choosing a shaping region S ⊂ Rn, e.g. S = rB for
some r > 0, and taking C = L ∩ S where S is dilated
such that |L ∩ S| = 2nR. Correspondingly, this way of
thinking about vector quantization splits the problem into
design of good infinite constellations (with prescribed
point density) and shaping regions that chop off a finite
part of it.

Many practical solutions for weight-only quantiza-
tion that were considered in the literature fall under
the shaped lattice quantization paradigm: GPTQ with
INT constellations [2] as well as LDLQ with E8-based
codebooks as in QuIP# [3], [35], and many more.

Assume the point Ŵ ∗ ∈ L that minimizes (30) with
respect to the entire lattice L (rather than L∩S) is within
the shaping region S. In this case, eY ∈ VUL and if
we further assume eY ∼ Uniform(VUL) the distortion
is σ2(UL) (see lattice definitions in Section III-D).
However, whenever the overload event Ŵ ∗ /∈ S occurs,
the squared error may significantly exceed σ2(UL). In
high-resolution quantization, we may assume Ŵ ∗ ≈
W , and the overload probability is well approximated
by Pr(W /∈ S). As mentioned above, taking S =√

n(1 + ε)σ2
WB, with some small ε > 0 (or any other S

that contains this ball) suffices for achieving vanishing
overload probability. Thus, for such choice of S we have
that D ≈ σ2(UL).

If L is “sufficiently dense” with respect to S, it holds
that |L ∩ S| ≈ γ(L) · Vol(S) where γ(L) is the point
density of L (see Section III-D for definition of γ(L)
and [36, Lemma 3.3] for precise bounds on |L∩S|). This
approximation becomes accurate in the high-resolution
limit (as high-resolution corresponds to large γ(L)). We
can therefore approximate the rate as

R =
1

n
log |L ∩ S| ≈ 1

n
log(Vol(S)) +

1

n
log γ(L).

(35)

It follows that in the high-resolution regime the quan-
tization rate R and the normalized log point-density
1
n log γ(L) are equal up to a constant. Furthermore,
recalling that D ≈ σ2(UL) provided that Pr(W /∈ S) is
sufficiently small, we can express D in the form familiar

to us, specifically, we get from (35)

D ≈
(
σ2(UL) · γ 2

n (UL)
)
|U | 2n ·Vol

2
n (S) · 2−2R

=
(
σ2(UL) · γ 2

n (UL)
)
|ΣX |

1
n ·Vol

2
n (S) · 2−2R ,

(36)

where we also used the fact γ(UL) = |U |−1γ(L).
The term in (·) is a famous and extremely well-studied
quantity [9] known as the normalized second moment
(NSM) of UL, defined as σ2(UL) ·γ 2

n (UL). From (36)
we see that the tradeoff between rate and distortion
is determined by: 1)The volume of the shaping region
(which is required to satisfy Pr(W /∈ S) ≪ 1); 2)The
NSM of UL.

We stress that σ2(UL) is the WMSE distortion when
the argminc∈L in (30) is solved exactly. As we discuss
below, finding the exact solution to this problem is
generally infeasible for large n, and one must resort to
approximate solutions. In the case where a sub-optimal
quantizer q : Rn → L is used, the NSM is replaced with
1
nE∥Y − U · q(Y )∥2 · γ 2

n (UL) in (36).
An alternative approach for shaping is entropy coding

(EC). If quantization with variable rate is allowed, and
only the expected quantization rate is constrained to be at
most R, one can quantize the source to the point Ŵ ∗ ∈ L
that minimizes (30) (assuming C = L), and then describe
the resulting point in bits using EC.

A sequence of classic works [7], [37], [38], [39] have
considered the case of high-resolution entropy coded
quantization with infinite constellation, and subsequent
work restricted attention to the case where the infinite
constellation is taken as a lattice [40], [41], [9]. Those
works considered the MSE case with ΣX = In, but their
conclusion adapted to the WMSE case is that for high-
resolution quantization and large n the tradeoff between
distortion and average quantization rate also obeys (36)
with Vol

2
n (S) replaced by 22h(W ) = 2πeσ2

W , where h(·)
denotes differential entropy. Namely, for entropy coded
high-resolution lattice quantization

D ≈
(
σ2(UL) · γ 2

n (UL)
)
2πe · |ΣX |

1
nσ2

W · 2−2R.

(37)

Since rate and normalized lattice point density are
equivalent under either shaped or entropy coded lattice
quantization, it suffices to consider the tradeoff between
WMSE distortion and γ(L).

To that end, we now provide a lower bound on
σ2(UL) that depends only on |U | and on γ(L). This
bound is due to Zador [38] (See also [42, eq. (82)]).
It follows from the fact that σ2(UL) is the power of a
random vector uniformly distributed over VUL ⊂ Rn,
which is a convex body of volume V = |U | · γ−1(L).
Among all bodies in Rn of volume V , the power of a
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uniform random vector is minimized when the body is
a ℓ2 ball.11

Proposition 1 (Zador): For any full-rank lattice L ⊂
Rn and any full-rank matrix U ∈ Rn×n

σ2(UL) ≥
Γ
(
n
2 + 1

)
(n+ 2)π

γ(L)−
2
n |U | 2n ≈ γ(L)−

2
n |U | 2n

2πe
.

(38)

In (38), Γ(·) is the gamma function (not to be confused
with Γ(R) from (5)). The last approximation can be re-
placed with a lower bound at the expense of multiplying
the right-hand side term by a factor of n

n+2 . Note that
substituting (38) in (37), gives D ≳ D∗

High−Rate(R),
where D∗

High−Rate(R) is given in (28).
Even without relying on the validity of (37), Propo-

sition 1 provides a simple lower bound on the WMSE
distortion of any high-resolution quantization scheme for
which the reconstruction satisfies Ŵ ∈ L, for a lattice
L ⊂ Rn. This follows since for any such quantization
scheme we have (due to (30))

D ≥ 1

n
min
c∈L

E∥Y − U · c∥2 =
1

n
∥Y −QUL(Y )∥2,

where QUL : Rn → UL is the nearest neighbor
(optimal) quantizer for the lattice UL ⊂ Rn. Under
the high-resolution assumption eY = Y − QUL(Y ) ∼
Uniform(VUL) and consequently

D ≥ σ2(UL) ≳
γ(L)−

2
n |U | 2n

2πe
= |ΣX |

1
n
γ(L)−

2
n

2πe
,

(39)

where we have used Proposition 1 and the fact that
|U |2 = |ΣX |.

For example, in GPTQ/LDLQ it is common to take
L = αZn as the base lattice, whose density is γ(L) =
α−n. From (39) we see that its attained distortion must
satisfy D ≳ α2 |ΣX |1/n

2πe .
Note that (39) relies on the assumption e = UW −

QUL(UW ) ∼ Uniform(VUL). This holds asymptoti-
cally in the limit of high resolution (γ(L) → ∞) for
all full-rank matrices U ∈ Rn×n. If one uses dithered
lattice quantization [9], this assumption holds exactly
for all γ(L). However, in the case of dithered lattice
quantization the resulting estimate Ŵ ∗ would not be in
L. Instead, under dithered lattice quantization we have
Ŵ ∗ = Y + e where e ∼ Uniform(VUL), e ⊥⊥ Y .

11In fact, it is known [43] that for almost all lattices (with respect
to the natural measure on the space of lattices) σ2(L) is only (1 +
O(1/n)) greater than the second moment of the corresponding ℓ2 ball.
Thus, this lower bound is asymptotically attained by a “typical” lattice.

Consequently, one can benefit by setting Ŵ = βŴ ∗

with β < 1 as the estimate for W , as in this case

1

n
E(XT (W − Ŵ ))2 = E((1− β)X⊤W − βe)2

= (1− β)2σ2
W

tr(ΣX)

n
+ β2σ2(UL). (40)

This is the same shrinkage effect that we discussed
in Section I-B and Fig. 1b. Note that β → 1 as
σ2(UL) decreases, which is the case for high-resolution
quantization.

C. Product Codebooks, Codebook Spacing, and Succes-
sive Cancellation

This section discusses efficient quantization schemes
via successive interference cancellation (SIC). The dis-
cussion is not restricted to lattice quantizers, and we
will see that SIC can be applied for any product code.
Afterwards, we will specialize the discussion to lattice
quantizers.

In Section IV we argued that the relevant setup for
LLMs is the uninformed/ΣX -oblivious decoder case.
We introduced there the problem of quantizing a single
column of the weight matrix. In practice, however, a
weight matrix will typically have a≫ 1 column vectors,
and the WMSE matrix ΣX is common to all of them (as
they all operate on the same activations). If the number
of column vectors is of the same order as n, it is possible
for the decoder to send an O(n) bits description of ΣX

to the uninformed decoder with only a negligible effect
on the quantization rate. In particular, the encoder can
apply a diagonal matrix A = diag(α1, . . . , αn) ∈ Rn×n,
whose spacing coefficients {αi} are chosen based on
ΣX , and quantize W using the codebook A · C rather
than the codebook C. The cost of reporting (α1, . . . , αn)
to the decoder, is amortized over the a columns of the
weight matrix, which makes it negligible provided that
a is not too small. In fact, spacing the codebook C used
for the reconstruction of W to the codebook A · C is
equivalent to changing X⊤ to X⊤A. Consequently, in
LLMs it is sometimes the case that A can be absorbed in
the activations using the layer-norm with no additional
cost associated with describing the scales [13].

Our focus is on obtaining efficient approximate solu-
tion to the optimization in equation (29), which becomes
equivalent to the optimization in (30) when ΣX = U⊤U
is decomposed using the Cholesky decomposition. As-
sume the codebook C ⊂ Rn is a product codebook of
the form

C = C1 × · · · × Cn, where Ci ⊂ R ∀i ∈ [n]. (41)

Product codebooks are a common practical choice as it
allows for fast (and parallel) decoding. Under the MSE
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criterion (corresponding to ΣX = In) they also result in
fast optimal encoding, as in this case U = In and (30)
becomes

ŴMSE = argmin
c1∈C1,...,cn∈Cn

n∑
i=1

(Wi − ci)
2

=⇒ ŴMSE,i = argmin
ci∈Ci

(Wi − ci)
2, ∀i ∈ [n]. (42)

Under the WMSE criterion with non-diagonal ΣX ,
product codebooks do not in general lend themselves
to fast optimal encoding algorithms. In particular, if
C = Zn = Z × · · · × Z, then exactly solving the
optimization in (30) requires solving the closest vector
problem (CVP) in the lattice L̃ = UZn, as observed
in [33], [34]. This problem is known to be NP-hard.
Consequently, one must resort to sub-optimal algorithms.

Here, we restrict attention to successive interference
cancellation (SIC). The most general form of this al-
gorithm is provided in Algorithm 1 and illustrated in
Figure 6. In generalSIC the n codebooks C1, . . . , Cn ⊂ R
whose product is C ⊂ Rn can be arbitrary, and each
of them is further scaled by the corresponding αi. This
scaling can in general be absorbed in the codebooks
definition. However, since we allow A to depend on
ΣX through the matrix U ∈ Rn×n while the codebooks
C1, . . . , Cn are not allowed to depend on ΣX , we do
not absorb A into the codebooks. In generalSIC, we
first filter the vector Y using the feedforward filter
F ∈ Rn×n. Any matrix F ∈ Rn×n can be used here.
Then, the vector Ŵ is generated sequentially, starting
from Ŵn up to Ŵ1. At every step i the scalar (FY )i is
fed to the quantizer to generate Ŵi, and then the vector
FY is updated to FY −ŴiB:,i. Due to the strictly lower
triangular structure of the feedback matrix B ∈ Rn×n,
we have that Ŵ = AQ

(
A−1(FY −BŴ )

)
. If the

quantizer is modeled as adding independent quantization
noise Z, we therefore obtain

Ŵ = (In +B)−1FY + (In +B)−1AZ. (43)

Finally, the estimate Ŵ is further scaled by β > 0.
Let us temporarily fix the spacing matrix A. The

choices of F and B and β, should strike a balance
between two quantities. First, we want the ℓ2 norm of

eY = Y − βUŴ

=
(
In − βU(In +B)−1F

)
Y − βU(In +B)−1AZ

(44)

to be as small as possible. On the other hand, we also
want Ŵ to have differential entropy as small as possible,
as this will dictate the volume of the shaping region
required for capturing it (or equivalently, the average rate
of encoding the quantizer’s output using entropy coding).

However, in the limit of large quantization rate,
where the energy of Z vanishes, the optimal

choice of F,B, β tends to the solution for which(
In − βU(In +B)−1F

)
= 0. This corresponds to

choosing

βHigh−Rate = 1, FHigh−Rate = (diag(U))−1,

BHigh−Rate = (diag(U))−1U − In. (45)

If we use the generalSIC algorithm with F,B, β
from (45), and use the same scalar codebook C0 for
quantizing all coordinates, the algorithm simplifies to
Algorithm 2 which we simply call the SIC algorithm.

As we shall see below, the choice of A has an impor-
tant impact on the scheme’s performance. In the special
case where A = αIn for some α > 0, the SIC algorithm
becomes completely equivalent to the canonical GPTQ
algorithm (which in turn, is equivalent to the LDLQ
algorithm [3]). This equivalence was recently shown
in [33], [34]. Thus, in the sequel, we refer to SIC with
A = αIn as the GPTQ algorithm. Note however that the
GPTQ algorithm was originally presented in [2] from
a noise-shaping point of view, where the quantization
noise is filtered and fed to the next quantizer. In the
SIC point of view, it is the signal Y , rather than the
quantization noise, that is filtered and fed to the next
quantizer.

We find the SIC point of view of [33], [34] more
intuitive than the original noise-filtering perspective.
Furthermore, under the SIC point of view, the problem
is also similar to V-BLAST decoding for the Gaussian
MIMO channel [44].

In practice, the sub-codebook C0 is often taken as
the constellations corresponding to data-type FP8, FP4,
INT8, etc., resulting in Ŵ that can be used in fast
MatMul hardware. For the remainder of our discussion
we will assume C0 = Z, such that the product codebook
is a lattice. In this case, the SIC algorithm is merely
a low-complexity sub-optimal algorithm for the closest
vector problem, which is often also referred to as Babai’s
nearest plane algorithm [45]. For small n the sphere-
decoder [46], [47] can be used, and for large n other
sub-optimal algorithms can equally be used instead of
SIC.

We now analyze the distortion attained by the SIC
algorithm, with C0 = Z. The resulting Ŵ is in the lattice
AZn, whose cardinality is unbounded. The description
of Ŵ in bits will be handled via shaping or entropy
coding, and for now we only constrain the point density
of L = (α1Z)× · · · × (αnZ) to γ(L)−1 = (

∏n
i=1 αi) =

αn. Recall that from Proposition 1 and (39) we have
that even if the optimal solution to (30) is found, the
distortion must satisfy D ≳ α2 |ΣX |2/n

2πe . Note that for
C0 = Z, the quantizer Q used in the SIC algorithm takes
the simple form Q(x) = round(x) so that the execution
of the SIC algorithm is particularly simple. The next
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Algorithm 1 generalSIC

Inputs: Y ∈ Rn, feed-forward filter F ∈ Rn×n, strictly upper triangular feedback filter B ∈ Rn×n, diagonal
spacing matrix A = diag(α1, . . . , αn) ∈ Rn×n

+ , scaling coefficient β > 0 and codebooks C1, . . . , Cn ⊂ R
Outputs: Ŵ ∈ C1 × · · · × Cn.

Y ← FY
for i = n : 1 do

Ŵi ← αiQi

(
Yi

αi

)
▷ Qi(x) = argminci∈Ci

(x− ci)
2

Y ← Y − Ŵi ·B:,i ▷ B:,i is the ith column of B
end for
Ŵ ← βŴ

Algorithm 2 SIC

Inputs: Y ∈ Rn, upper triangular U ∈ Rn×n, diagonal matrix A = diag(α1, . . . , αn) ∈ Rn×n
+ and scalar

codebook C0 ⊂ R
Outputs: cSIC ∈ C⊗n

0

for i = n : 1 do
cSIC,i ← αiQ

(
Yi

αiUi,i

)
) ▷ Q(x) = argminc∈C0

(x− c)2

Y ← Y − cSIC,i · U:,i ▷ U:,i is the ith column of U
end for

Y F + A−1 Q(·) A β U + eY

B

Ŵ Ŷ

- -

Fig. 6: Illustration of the generalSIC quantization algorithm. The matrix F ∈ Rn×n is unrestricted, whereas the
matrix B ∈ Rn×n must be strictly upper triangular due to causality. The matrix A ∈ Rn×n is positive diagonal,
and determines the spacing of the quantizer in each coordinate. The parameter β > 0 is a scaling parameter. The
GPTQ algorithm is obtained as a special case for B,F, β taken as in (45), and A = αIn. The WaterSIC algorithm
is obtained with the same F,B, β, but with A = diag(αWater

1 , . . . , αWater
n ) and αWater

i are given in (49)

result can be deduced from [45], and we bring the simple
proof for completeness.

Lemma 1: Assume we apply the SIC Algorithm with
y ∈ Rn, upper triangular U ∈ Rn×n, and Ci = αiZ for
all i ∈ [n]. Then

eSIC = y − U · cSIC ∈ P{Ui,i,αi}n
i=1

,

where

P{Ui,i,αi}n
i=1

=

n∏
i=1

[
−|αiUi,i|

2
,
|αiUi,i|

2

)
.

If in addition eSIC ∼ Uniform(P{Ui,i,αi}n
i=1

) we have

that

DSIC ≜
1

n
E∥Y − U · cSIC∥2

=
1

12
· 1
n

n∑
i=1

(αiUi,i)
2. (46)

Proof. Let cSIC(y, U) be the result of applying the SIC
algorithm with inputs y ∈ Rn and U ∈ Rn×n. Denote
A = diag(α1, . . . , αn) ∈ Rn×n. The lemma follows
from combining the two following observations:

1) P{Ui,i,αi}n
i=1

= {y ∈ Rn : cSIC(y, U) = 0};
2) For any z ∈ Zn it holds that

cSIC(y + UAz, U) = Az + cSIC(y, U).
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Thus the SIC algorithm induces the partition of space to
decision regions

Dz = UAz + P{Ui,i,αi}n
i=1

, ∀z ∈ Zn (47)

and cSIC(y, U) = Az iff y ∈ Dz . Consequently,
eSIC = y−U · cSIC(y, U) ∈ P{Ui,i,αi}n

i=1
. The claim on

DSIC immediately follows from the product structure of
P{Ui,i,αi}n

i=1
.

It follows from (46) that the distortion for the GPTQ
algorithm followed by entropy coding is as given in (33).

By the arithmetic-mean geometric-mean inequality
(AM-GM) and (46) we have

DSIC =
1

12
· 1
n

n∑
i=1

(αiUi,i)
2

≥ 1

12

(
n∏

i=1

αi

) 2
n
(

n∏
i=1

Ui,i

) 2
n

=
α2

12
|ΣX |

2
n . (48)

The inequality above is achieved with equality iff the
scaling factors are of the form

αWater
i ≜ α · |U |

1
n

|Ui,i|
, ∀i ∈ [n]. (49)

D. WaterSIC algorithm

Motivated by (48) and (49), we propose Algorithm 3:
the WaterSIC weight-only quantization algorithm for
a weight matrix W ∈ Rn×a. The properties of the
resulting reconstruction Ŵ are provided in Lemma 2.

Lemma 2: The reconstruction Ŵ =
diag(α1, . . . , αn)ZSIC produced by the WaterSIC
weight-only quantization algorithm satisfies:

1) Any column Ŵ:,j of Ŵ belongs to the lattice L =
(α1Z)×· · ·× (αnZ) whose density is γ(L) = α−n

2) U(W − Ŵ ) ∈ α|ΣX |1/2n ·
[
− 1

2 ,
1
2

)n×a

3) If we further assume U(W − Ŵ ) ∼
Uniform

(
α|ΣX |1/2n ·

[
− 1

2 ,
1
2

)n×a
)

then

DWaterSIC =
1

an
E∥X⊤(W − Ŵ )∥2 =

α2|ΣX |1/n

12
.

4) Ŵ ∈W + α|ΣX |1/2n · U−1
[
− 1

2 ,
1
2

)n×a

5) ZSIC ∈ A−1W + Ũ
[
− 1

2 ,
1
2

)n×a
where A =

diag(α1, · · · , αn) and Ũ = α|ΣX |1/2n · (UA)−1

is an upper triangular matrix with unit determinant.
The proof is immediate in light of Lemma 1. Remark-

ably, the waterfilling choice of scaling factors (49) result
in a lattice whose distortion under the very simple SIC
algorithm is only a factor of 2πe

12 ≈ 1.4233 from the
lower bound (39). The loss of this factor is due to the
fact that, while the weighted error U(W−Ŵ ) lies within
a convex set in isotropic position, this set is a cube. The
lower bound (39) on the other hand is achieved with

Fig. 7: Illustration of the quantization regions for the
optimal lattice quantizer (blue) and for the WaterSIC
lattice quantizer (red) for ΣX = V ΛV T where V =
[1 1; 1 − 1]/

√
2 and Λ = diag(3, 1). The lattice used

for quantization is L = (α1Z)×(α2Z) where α1, α2 are
determined via (49), with α = 1.

Fig. 8: Performance of several weight-only quantization
schemes against benchmark. Here W ∼ N (0, In) where
n = 4096 and ΣX is the empirical covariance matrix
computed from activation samples corresponding to Wv

in the 15th layer of Llama3-8B.

equality only if the convex set supporting the weighted
error is a ℓ2-ball. The decision regions for the WaterSIC
algorithm, as well as for the optimal lattice quantizer
corresponding to L = (α1Z) × (α2Z) are illustrated in
Figure 7.

Shaping: There are several ways to represent ZSIC

in bits. One way that is simple, but quite inefficient, is
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Algorithm 3 WaterSIC weight-only quantization

Inputs: W ∈ Rn×a, PSD matrix ΣX and point density α > 0.
Outputs: ZSIC ∈ Zn×a and (α1, . . . , αn) ∈ Rn

+ such that Ŵ = diag(α1, . . . , αn)ZSIC.

Compute upper-triangular U ∈ Rn×n such that ΣX = U⊤U ▷ Using the Cholesky decomposition

αi ← α · |U |
1
n

|Ui,i| , ∀i ∈ [n]

ZSIC ← 0n×a ▷ Initialize ZSIC with zeros
for i = n : 1 do

ZSIC,i,: ← round
(

Wi,:

αiUi,i

)
▷ Wi,: and ZSIC,i,: is the ith row of W and ZSIC, respectively

W ←W − αiU:,i · ZSIC,i,: ▷ U:,i is the ith column of U
end for

(a) No random rotation. (b) With random rotation.

Fig. 9: Illustrating rate advantage of WaterSIC over SIC for ΣX of activations entering various layers of Llama-3-
8B when processing Wikitext-2 dataset. Squares correspond to layers with singular ΣX which we skip. Note that
WaterSIC achieves (on random gaussian W ) identical performance with or without rotation.

using the shaping region

Srect = [−q1, q1]× · · · × [−qn, qn]
where qi = ∥ZSICi,:∥∞, ∀i ∈ [n]. (50)

By definition, all entries of the ith row of ZSIC are
in [−qi, qi], so overload never occurs. Furthermore, the
encoder can describe the shaping region to the decoder
by sending {qi}ni=1, with negligible rate if the number
of rows is large. And the quantization rate using S̃rect is
Rrect = 1

n

∑n
i=1 log(1 + 2qi). Here, we have used the

same reconstruction alphabet for an entire row of W .
In general, one can decide on different ways to group
elements that are described using the same reconstruc-
tion alphabet. Such optimizations are called fine-grained
quantization in the LLM literature. While using the
optimal group size can significantly boost performance,
here we do not explore this.

A better, but more complicated, way to perform shap-
ing is via partitioning to cosets, much like in Forney’s
trellis shaping [48], [40]. In particular, one can use a lat-
tice LShaping ⊂ Zn, with covol(LShaping) = 2nR, such that
|Zn/LShaping| = 2nR. In other words, LShaping partitions
Zn to 2nR cosets {zi + LShaping}, where z1, . . . , z2nR ∈
Zn are coset representatives. In order to encode ZSIC,:,j

(the jth column of ZSIC) the encoder describes the coset
it belongs to, using nR bits. The decoder outputs the
coset member z ∈ Zn for which

∑n
i=1 α

2
i z

2
i is minimal.

It is easy to verify that the reconstruction constellation
corresponding to this scheme is Zn∩S̃Lattice-Shaping where

S̃Lattice-Shaping =

{
y ∈ Rn :

n∑
i=1

α2
i y

2
i ≤

n∑
i=1

α2
i (yi − ti)

2

∀t ∈ LShaping

}
. (51)

The difficulty here is that the decoder needs to find the
coset member that minimizes the scaled energy, which
may be computationally intensive unless LShaping admits
special properties. There are many other options one can
consider for shaping, which we did not list here.

Finally, the encoder may simply use entropy coding
(implemented via any lossless compression package.
Note that modern GPU already include dedicated hard-
ware for fast lossless compression/decompression) to
describe the entries of ZSIC.

E. Quantizing Llama-3-8B

In Figure 8 we plot the rate-distortion curves attained
by WaterSIC and GPTQ without tailored spacing (that
is, with αi = α) under entropy coding or rectangular
shaping corresponding to shaping with Srect from (50).
We see that for high rates the ratio between WaterSIC
EC and the fundamental limit D∗(R) from (27) is indeed
quite close to 2πe

12 ≈ 1.4233 (or 0.25 bit in rate). We
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also see that for this particular ΣX , at high resolution
WaterSIC EC offers only limited gain with respect to
GPTQ EC. However, the former is provably close to
D∗(R) at high-resolution, whereas the latter is not, and
therefore the gap between them may be bigger for other
layers, other LLMs, other calibration sets etc.

Let us investigate difference between GPTQ and Wa-
terSIC (entropy coded versions of both) further. Recall
that in the high-rate regime, the rate advantage of Wa-
terSIC over GPTQ is estimated as half logarithm of the
ratio between arithmetic and geometric mean of squared
diagonal entries of U , cf. (33) and (34). We illustrate this
rate advantage on Fig. 9 for all layers of Llama-3-8B. We
compare both the case of using (Cholesky decomposition
of the) original ΣX as well as V TΣXV for a random
orthogonal V . Recall that WaterSIC’s performance is
independent of rotation, and hence identical in both
figures, but the improvement over SIC is much smaller
with random rotation. Let us consider implications of
this finding.

Cholesky factor interpretation. Recall that k-th diag-
onal entry Uk,k can be interpreted as follows. Think of
activations (X1, . . . , Xn) as a stochastic process. Then,
each sample Xk can be decomposed as

Xk = X
∥
k +X⊥

k ,

where X
∥
k is the component that is a linear combination

of (X1, . . . , Xk−1) (expressible in terms of Uk,j , j =
1, . . . , k− 1) and X⊥

k is the orthogonal innovation con-
tained in Xk compared to previous coordinates. U2

k,k =

E[(X⊥
k )2] is simply the energy of this innovation. Now,

applying trace to the identity ΣX = U⊤U we get

∑
k,j

U2
k,j =

n∑
j=1

λj .

Therefore, the average 1
n

∑
k U

2
k,k, that governs SIC’s

performance (33), equals 1
n

∑
j λj minus the sum of

squares of off-diagonal entries of U . This implies, that
GPTQ’s performance is the worst in the PCA basis
(where U becomes diagonal), which is counter-intuitive.
We also see that the gap between Diso (ΣX -oblivious
encoder and decoder) and the waterfilling D∗, which
operates in the PCA-basis, is much higher than for GPTQ
vs WaterSIC (compare gaps on Fig. 5 vs Fig. 9).

Privileged basis. On the other hand, as we see from
comparing two figures on on Fig. 9 applying random
rotation clearly improves performance of GPTQ, thus de-
creasing

∑
k U

2
k,k. This implies that the original basis is

“closer” to the diagonalizing PCA basis than a randomly
rotated one. This suggests that the standard basis for X
is somehow priviliged among all other possible ones, an
effect whose origins are most likely due to operation

of Adam [49], which introduces axis aligned outliers in
activations.

Cholesky in random basis. Can we estimate
∑

k U
2
k,k

from knowing the spectrum {λj} of ΣX? The answer
is affirmative if one considers applying random rotation.
One such estimate was offered (for a restricted class of
ΣX ) by [3, Lemma 2]. However, one can get a more
precise information about this sum.

Indeed, when we take V to be a random orthogonal
matrix and set ΣX = V T diag{λj}V , quantities {Uk,k}
become functions of a random matrix V . One can show
that12

U2
k,k =

|Σ(k)
X |

|Σ(k−1)
X |

,

where |Σ(k)
X | is a determinant of a k×k principal minor

of ΣX . In dimensions of interest, these random quantities
concentrate quickly around their expectations, which can
be computed as13

E[|Σ(k)
X |] =

1(
n
k

) ∑
|S|=k

∏
i∈S

λi .

Thus, we can approximate:

U2
k,k ≈

k

n− k + 1

∑
|S|=k

∏
i∈S λi∑

|S|=k−1

∏
i∈S λi

. (52)

In particular, U2
1,1 ≈ 1

n

∑n
j=1 λj and U2

n,n ≈ n∑n
j=1 λ−1

j

and the intermediate values smoothly decrease from
the arithmetic mean to harmonic mean. This fact is
numerically illustrated on Fig. 10. Consequently, per-
formance of GPTQ with random rotation can be ac-
curately estimated from combining (33) and (52). It is
an interesting open problem to estimate worst possible
gap (over possible spectra λj ≥ ϵ) between GPTQ with
rotation and WaterSIC (which in turn is 0.25-bit away
from information-theoretically optimal waterfilling).

WaterSIC vs “universal codebook”. We note that
theoretical results in Section IV-C demonstrated that
solving (29) optimally essentially attains full waterfilling
solution even in low rates, and furthermore does so
with a fully ΣX -oblivious codebook. Note that WaterSIC
chooses per-coordinate scales αi ∝ U−1

i,i (Cholesky
decomposition of) ΣX and, thus, requires large a ≫ 1
to amortize sending of αi’s in high precision (usually
BF16).

12Simply notice that Σ(k)
X = U(k)⊤U(k).

13To see this, let Ṽ be a n× k matrix consisting of first k columns
of V , then from Cauchy-Binet |Σ(k)

X | = |(Λ
1
2 Ṽ )⊤(Λ

1
2 Ṽ )| =∑

|S|=k

∏
i∈S λi|ṼS×[k]|2. Taking expectation over V we have from

symmetry E[|ṼS×[k]|2] = c for all subsets S ⊂ [n]. When all λi = 1

we must have |Σ(k)
X | = 1 and hence c =

(n
k

)−1.
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Fig. 10: Illustrating Cholesky diagonals U2
k,k for a randomly rotated V ⊤ΣXV and accuracy of approximation (52)

in terms of spectrum of ΣX .

F. Future of weight-only quantization

The high-resolution approximations (36) and (37) in
Subsection V-B, combined with the analysis of Wa-
terSIC in Subsection V-D, show that when WaterSIC
followed by EC or close-to-optimal spherical shaping
is used, we attain the optimal information theoretic
distortion from (28) up to a multiplicative gap of 2πe

12 .
Figure 8 numerically confirms the accuracy of the high-
resolution approximations. Furthermore, Figure 9 shows
that with random rotation even the vanilla GPTQ al-
gorithm, which is completely equivalent to the widely
used GPTQ/LDLQ algorithms, achieves distortion only
slightly greater than WaterSIC, and is therefore nearly
optimal. In light of this, one may wonder whether the
practical schemes are already so good that there is no
further room for improvement. We claim that this is
not the case, and list several important directions for
improved quantization schemes:

First, in this survey paper we restricted attention to the
high-rate regime. At small quantization rates (say 0.5−2
bits per entry) many other effects will become impor-
tant: necessity of Johnson-Lindenstrauss dimensionality
reduction, as shown in [1], shrinkage and other low-rate
effects. Proper shaping and exploiting structure of W
matrices will be paramount.

Second, even our analysis for the high-resolution
regime relied on applying EC or near-optimal spherical
shaping after quantization. While EC over Z can be
efficiently implemented, even on modern GPUs EC de-
compression is about an order of magnitude slower than
loading the uncompressed entries. Thus, the usefulness
of EC for running quantized models on a GPU is some-
what questionable. On the other hand, simple shaping
methods that can be easily made efficient, e.g. rectan-
gular shaping, may be highly suboptimal (see Figure 8).
The problem of shaping schemes that are amenable to
fast GPU implementation is at its infancy [4].

Third, while the 2πe
12 high-resolution gap-to-optimality

of WaterSIC+EC is relatively small, reducing it further
is of interest. This gap stems from the sub-optimality of
the integer lattice Zn as a quantizer. Generally, we can
decrease this gap by combining WaterSIC with jointly
quantizing d entries from the same row of W to a lattice
L′ ⊂ Rd, followed by EC. If we use the optimal lattice
quantizer in Rd′

we can reduce the 2πe
12 gap to optimality

to 2πe ·Gd where Gd is the optimal normalized second
moment in dimension d. See [50, Table I] for a list
of the best known NSM for 1 ≤ d ≤ 48 as of 2023
(some improvements were reported in certain dimensions
since then). The downside of replacing Z with a higher-
dimensional lattice is that EC of the quantizer’s output
becomes more challenging as its cardinality is much
larger.

Fourth, implementation of WaterSIC relies on the fact
that sending per-channel scales αi can be amortized
freely, which is only the case when one has many output
neurons in a linear layer (large a≫ 1).
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