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Abstract

This paper considers a mean-field model of n interacting particles whose state
space is the unit circle, a generalization of the classical Kuramoto model. Global
synchronization is said to occur if after starting from almost any initial state, all
particles coalesce to a common point on the circle. We propose a general syn-
chronization criterion in terms of Li-norm of the third derivative of the particle
interaction function. As an application we resolve a conjecture for the so-called
self-attention dynamics (stylized model of transformers), by showing synchroniza-
tion for all § > —0.16, which significantly extends the previous bound of 0 < 5 < 1
from Criscitiello, Rebjock, McRae, and Boumal [II]. We also show that global
synchronization does not occur when f < —2/3.

1 Introduction

In this paper, we consider a simple dynamical system consisting of n interacting particles
Z1,...,T, situated on the unit sphere S', which we identify with the standard 1-torus
St ~ T £ R/27Z. The dynamics are given by

i(t) = - Z f(@i(t) — (1)), Vi € [n]. (S1)

Interest in such systems originated with the work of Kuramoto [24], who analyzed the
special case where f(z) = sin(z)[] Kuramoto discovered a fascinating synchronization
phenomenon in this system, which we define below.

Definition 1.1. In (S1)), synchronization occurs for a starting point (z;(0))1<;<y, if there
exists x* € [0, 27) such that lim, o, z;(t) = z* for all i € [n]. We say that a pair (A, f)
exhibits global synchronization if synchronization occurs for almost every starting point
(with respect to the volume measure).
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Mathematical models of synchronization, such as Kuramoto’s, are simplified abstrac-
tions of the ubiquitous self-organization phenomena observed in nature [36]. While many
other models have been proposed in physics [35], biology [27], and engineering [4, [19],
Kuramoto’s model remains the simplest to exhibit this effect.

The seminal paper of Kuramoto [24] has ushered a rich line of work sharpening, gen-
eralizing, and applying his original framework; see [32, B]. After successive advances,
global synchronization for the mean-field Kuramoto model was eventually established in
[33], which also expanded the original Kuramoto model beyond the mean-field case by
allowing each particle to interact with only a subset of the others; see [I} 20] for the most
recent advances on this front.

The dynamical system (S1f) is an example of a mean-field model, since its motion can
be rewritten as:

5O = X Ole). w02 1Y b M) 2 = [ o= patdn),

where 11,,(t) denotes the empirical measure (distribution) of the particles and X[u] is the
measure-dependent vector field driving each particle. Since particles are indistinguishable
in mean-field models, it suffices to study the evolution of the empirical measure pu,(t),
which satisfies the continuity equation:

j(t) + div(uX[p]) = 0. (1)

When 1(0) = p,(0) = %2?21 0z,(0), studying is equivalent to studying (S1), but one
can also study solutions of starting from non-discrete measures (0).

For the Kuramoto mean-field model, i.e. f(x) = sin(x), [14] showed explicit (exponen-
tial) estimates of speed of convergence to synchronization for the dynamical system
and, subsequently, [28] extend the exponential convergence to the more general case of
evolution of measures solving continuity equation . Both works in fact consider a more
general case of the Kuramoto mean-field model with state space S¢ with d > 1.

A recent resurgence of interest in mean-field models on the sphere and torus arose
from a discovery of [17] that with f(z) = fz(x) = sin(x)ef*® 3 € R the resulting
interacting particle system is intimately related to evolution of internal representations
in transformers [34], which are modern neural networks forming the backbone of large
language models (LLMs). When f = f3, we call self-attention dynamics, on which
there is a fast growing body of work [29, 15, 21l 16, 11, 16, © 2 [7, 8, ©O). Despite
the complexity of practical transformers, the simple model of self-attention dynamics is
remarkably effective at predicting how signals propagate through internal layers. From the
practical point of view, global synchronization is an abstraction of a complex phenomenon
in LLMs known as clustering or oversmoothing, e.g. [13 [30, 12}, 23].

The work [17] establishes global synchronization whenever 5 = O(1/n) or 8 = Q(n?)
(in both cases B > 0 is also required) and for all state spaces S¢, d > 1. Shortly af-
terwards, [I1] made an important observation that an earlier work of [26] in fact shows
global synchronization for all 5 > 0 and d > 2. For d = 1, the authors of [I1] improved
the argument of [I7] and showed synchronization for § < 1. In [21], the results on global
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synchronization are further generalized but under the additional assumption that the
summation defining ; in (S1f) only extends to j < 7, which corresponds to a simple model
of the ubiquitous “decoder-only” LLMs implementing next-token prediction.

Meta-stability. The novel aspect of self-attention dynamics compared to Kuramoto’s
model is the emergence of meta-stability above a certain critical value of 5 > 0. Specifi-
cally, [I7] observed empirically that once (3 is sufficiently large, then particles initialized
i.i.d. uniformly evolve in two phases: first, they quickly group into < /3 tight clusters
and then over a much slower time-horizon the clusters progressively merge until only
one remains, thus attaining global synchronization. In [I6] it is confirmed that local-
ized groups of particles contract exponentially quickly to their common center. Bruno,
Pasqualotto, and Agazzi in [6] showed that after initializing the particles x;(0) i.i.d. from
the uniform measure on the circle, at time ¢t =< logn the empirical measure p,(t) de-
velops periodic lumps with high probability. More explicitly, they show that for any
0 < § < 1, there exists a 2% -"-periodic probability distribution v, (t), with k < /B, which
is 0-away from uniform (as measured, for example, by the Wasserstein distance W;) and
Wi (pin(t), Vper (t)) — 0 in probability as n — oo for t = t(n, d, §) =< logn.

In the present work, we show that with probability 1, for any fixed n and B >0, we
must have that u,(t) — 0, ast — oo. In turn, this 1mphes that although the 2~ --periodic
phase is rather long-lived, 1t will eventually collapse, which implies that it is meta—stable

Contributions. In addition to , in the context of Transformers a so-called “nor-
malized” version of this dynamics is also important. This generalization of can be
stated in the following form:

ii(t):—g(xl( Zf t) —x;(t), 1 <i<n, (S2)

where g : T" — RY is some smooth function. In this work, we propose a general criterion
for systems (S1f) and . with state-space S' = T to be globally synchronizing. As an
application, we prove (a) global synchronization for transformers (i.e. f = fg) for all
B > 0, thus completing the study of this class of interaction functions; (b) initiate the
study of # < 0 and show global synchronization for § > —0.16 and non-synchronization
for 5 < —2/3. Finally, in Section @ we extend the criterion to a certain class of non-mean-
field systems.

Organization. Section [2] states all of our results formally. Section |3| contains proof
of the main criterion for stability of system (S1)), i.e. Theorem . Section [4] extends
the results to the normalized system . Section [5| verifies that the general criterion in
Theorem applies to Transformer dynamics on the circle (f = fz for all § > —0.16).
Finally, in Section [6] we further generalize the results to the dynamics where particles are
aggregated with unequal weights.

Acknowledgments. PR is supported by NSF grants DMS-2022448 and
CCF-2106377.



2 Main results

Given a smooth vector field F : M — T'’M on a manifold M, a dynamical system solves
the ordinary differential equation (ODE):

x = F(x).

Point x is called stationary if F(x) = 0, since started from this point the system does not
move: X = 0. If the trajectory of a dynamical system converges, then the limiting point
should necessarily be a stationary point. We call a stationary point x locally unstable if
the Jacobian of F at x has an eigenvalue with positive real part. Note that this implies
that for a small neighborhood U around x, almost all initializations xy € U result in
trajectories that escape from U.

The dynamical system that we consider here corresponds to taking M = T™ and
the vector field with i-th component being

Fl): = X)) = = [ S~ y)dn(v).

As we discussed, mean-field models can also be thought of as n exchangeable particles
(each with state space of T) each driven by a time-dependent vector field X[u,(¢)] : T —
T'T, which is a function of the empirical measure p,,, cf. .

Theorem 2.1. Consider the mean-field model on T. Let T € (0, 7] satisfy f'(x) <0
for all x & [—7,7]. If
o[ i@ <a (14 2 110)
. 2m
then every stationary point (x1,...,x,) of the system (S1)) on T™ is either locally unstable
or synchronized (i.e. x1 = --- = x,).

This characterization constitutes the main result of our work. However, to establish
global synchronization in systems (S1)) and (S2)), we require two additional (though now
standard) ingredients: Lojasiewicz’s theorem and the center-stable manifold theorem.

2.1 Gradient ascent dynamics

The first obstacle to synchronization could be the emergence of limit cycles. It turns
out, however, that Transformer dynamics is special since it can be written as a gradient
ascent for a certain energy function E(x), see [I7, (3.5)] and (3]) below. Consequently, as
explained in [I7, Appendix A] (also [I8, Corollary 5.1]), classical Lojasiewicz’s theorem [25]
guarantees that as long as E is real analytic, the gradient ascent dynamics x = V \E(x)
over a compact Riemannian manifold must converge to some stationary point x... (We
denote V  the Riemannian gradient on a manifold, see [5] for details.)

The next issue is that even for f = f3, the system has many stationary points
other than the synchronized ones (for example, when the particles are placed at the
vertices of a regular n-gon). While Theorem [2.1]ascertains those must be locally unstable,
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we still need to rule out existence of those serendipitous initial conditions that would lead
to those limiting configurations. This is the content of another classical ingredient: the
center-stable manifold theorem, which indeed shows that the limiting stationary point is
almost always a stable one [31, Theorem III.7 and Exercise I11.3].

Putting these two ideas together, we get the following result that together with Theo-
rem ascertain convergence to the synchronized states in fz dynamics with or without
normalization.

Lemma 2.2 ([I7, Lemma A.1l]). Let M be a compact Riemannian manifold and let
E: M — R be a smooth function. The set of initial conditions Xo € M for which the
gradient ascent system

x(t) = VmE(x(1)),

converges to a critical point of E at which the Hessian of E has a positive eigenvalue is of
volume zero.

With these preparations, we are ready to derive our main global synchronization results
by applying Lemma and Theorem to systems with f(z) = h(cos(x))sin(x).
Indeed, for such systems we can see that dynamics becomes a gradient ascent on the
potential

B = 3 oleos(ai =), 0(0) = [ hls)as. 2)

Note that a critical point x is locally unstable if and only if the Hessian at x has positive
eigenvalue since the Hessian is symmetric, thus enabling application of Theorem [2.1] See
Theorem [2.3] shortly, for the full statement.

2.2 Adjusted gradient ascent

It turns out that the method discussed above is applicable not only to systems of the
type , but also to more general systems with particle-dependent normalization factors,
i.e. systems of the type . We need to consider this extension because the the simplified
model of self-attention (see below) has precisely such form.

Theorem 2.3. Assume that f(z) = sin(x)h(cos(x)), where h is a real-analytic function
on an open set containing (—1,1] and 7 [*_|f"(x)|sdx < 4 (14 ) f/(0), where T is as
in Theorem . Then, global synchronization occurs in

The full proof of this result is given in Section [4] below, but the idea is simple. First,
when f(z) = sin(z)h(cos(x)) and normalization factors g; = 1, then as we have seen in
the previous section we are dealing with a gradient ascent on the potential , which thus
must converge (generically) to a locally stable critical point. In the case of g; # 1, we can
follow the idea suggested in [I7, Section 3.4 and Remark B.1]: by introducing a non-flat
Riemannian metric on (S*)®" we can make sure that the gradient of the same energy



results in the normalized dynamics . Then, this case also reduces to an application
of Theorem 2.1

We mention that we further generalize the last result to systems where each parti-
cle contributes to the RHS in with its own, particle-dependent weight factor. See
Section [6] for more.

2.3 Self-attention dynamics

Next, we discuss an application of the main results to self-attention dynamics. Recall
that the latter [I7, (USA)] is defined as

==Y PO m O sin(a,(t) — 2;(t), 1 < i <, (T1)

which corresponds to taking f(r) = fs(z) = sin(x)e’<*®). The global synchronization
conjectured in [I7] for all § > 0 was only shown for 5 < 1 and g > Q(1/n), cf. [11]. In
this section we resolve the conjecture in full and in fact even extend it to a portion of
£ < 0.

Define the number

a(f) = inf{r : fé(x) <0, Vx e (r,n|,7€[0,7]}.
Theorem [2.3] implies that whenever
a(p)
4 1+ 5
a(B) [ 1" (@) de

global synchronization occurs. In fact, using specific properties of fz we can strengthen
the criterion in Theorem slightly, see Corollary below, and guarantee global synchro-
nization under the weaker assumption of

> 1,

1+ 40
4 > 1.

a(B) [T, 1" (x)]+dx
The quantity on the left-hand side is termed the synchronization ratio and we numerically
plot it on Fig.[[l As one can see the criterion indeed is verified in the region of § > —0.25.
We formally verify the inequality in a slightly narrower region of > —0.16 below.

Corollary 2.4. Suppose 3 > —0.16. Then, global synchronization occurs in .

The dynamics (T1)) is a simplification of the actual self-attention dynamics, which is
given by [17, (SA)]:

ai(t) = —

S eﬁcos(zz(t) 7t Z geostail=ai O sin(a;(t) — (1), 1 < i <m. (T2)
J

As already explained in the previous section (Theorem [2.3), the results about unnor-
malized system can be easily transported to results about the normalized system, which
allows us to conclude with the following:
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Figure 1: The figure plots the synchronization ratio (|f’”|+,7'>£214 (1+Z) f'(0) from

Corollary with f(z) set as sin(z)e’(©@)~1) and M set as 7. A ratio greater than
one indicates that we have determined that global synchronization occurs.

Corollary 2.5. Suppose > —0.16. Then, global synchronization occurs in .

Finally, one might wonder whether global synchronization occurs for even more neg-
ative values of . We show that this is not the case, thus leaving only the region
B € (—%, —0.25) in uncertain synchronization status.

Corollary 2.6. Suppose 5 < —%. There exists a constant Cg such that if n is divisible

by 3 or n > Clp, then global synchronization does not occur in either (I'l]) or (12).

The proofs of all results can be found in Section
We remark that for 8 > 0 self-attention dynamics (normalized or not) corresponds to
gradient ascent on the potential

1
Ex)= - B cos(@i—;) (3)
2
For 8 < 0, self-attention dynamics is a gradient descent on the potential

1
B(x) = B Z e~ |Blcos(zi—z;)
i7j

In either case, the global optimizer is clearly the synchronized configuration. However,
in the latter case local extrema with non-zero volume basin of attraction may emerge for
large |5].

Finally, we remark that gradient descent on the potential with 8 > 0 yields a
completely different dynamics, corresponding to taking f(x) = — sin(z)e?5®) in (ST)).
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10.5

Figure 2: The function fs (red) and its derivative fj (blue) for 3 = 2. The parameter
7 = 7(f) is defined as the unique solution to the equation f5(7) = 0 over [0, 7]. For § = 2,
T~ 0.6749.

In this case the particles tend to equi-disperse on the circle. Indeed, the unique global
minimizer of (3 is the n-gon as shown in [I0]. At the level of the evolution of measures,
the unique global minimizer of the functions p +— [ [ e?<*@=¥y(dx)u(dy) can be easily
seen to be the uniform measure (e.g. by noticing that Fourier coefficients of e?<5(®) are
all positive, cf. [I7), Section 7.2]), thus explaining the equidistribution tendency.

3 Proof of Theorem 2.1

Suppose X = (;)1<i<n € T". For the system (S1)), a point is stationary iff
> flwi—a;) =0, Vi € [n]. (C1)
j=1

In view of Lemma we also need a condition for the point x to be stable. In fact,
we only need a weaker condition that is implied by stability, which has been the basis of
proving synchronization in Kuramoto-type dynamics since its introduction in [33] (2.4)].
We say that point x is cut-stable if

> flei—x) >0 (C2)

i€S,j€SC

for all S C [n] such that the value of z; is the same for all i € S.



Our proof will show that any stationary point satisfying must be synchronized. In
other words, we will show that for any non-synchronized stationary point x there exists a
set S defining an “escape direction” for the linearization of the system , corresponding
to moving points in S clockwise and points in S counter-clockwise at the same speed.E|

We start with a review of the proof from [I7] which applies to f(z) = fs(z) =
e#°5(@) sin(x), whose derivative fs when 8 = 2 is shown in Fig. [2| where the crucial
parameter 7 from Theorem is also shown. If we apply with S = {1} then we
see that there must be at least one particle, say 2, at distance < 7 from 1 (otherwise all
f'(z1 — ;) <0). We can now apply the argument to S = {1,2} to find that 3 must be at
distance < 7, etc. Overall, if nT < 7 then all particles must be inside one half-circle. But
then if 44 is the boundary particle, then (C1|) with ¢ = ¢, implies that all z; = x;,, because
f(zi, — ;) > 0. Unfortunately, this proof only shows synchronization when 7 > nr =< \/LB
Our contribution here is a method that extends to arbitrary large n.

To describe our idea, let us define the vector field acting on particles as

NOEDINCEEIE

Then from (C1) and (C2)) (applied with S = {i}) we know that

x(zi) =0, X'(x:) = f(0).

Consider a pair of adjacent particles z; < z;41. Because x(z;) = x(x;11), we have from
integration by parts that

X (z:) + X' (2i41) = /%Hl " (x) (z — z)(zip1 — ) dr

Tit1 — L

As we have shown above, all intervals ;1 — x; except possibly 1 are bounded by 7. In the
special case when all of them are bounded by 7 we can notice that the factor multiplying
X" (z) is positive and upper-bounded by 7/2. Thus summing over ¢ = 1,...,n — 1 we
obtain

20f(0) <20 X(w) =3 / + (@) e T 2 0) )

(Tiy1 — 1)
T n nrt "
<2 [W@de <5 [157do.

This inequality, however, is not possible if (as is the case for f = fz for large ) we have
7 [1f"|+ < 4f(0). Consequently, one of the assumptions must be violated. The full
proof below will show that in fact this contradiction implies that ;1 = ... = z,,.

We proceed to the formal proof of Theorem and consider x = (z1, ..., x,) satisfying
conditions and . Denote the distinct values of the z; as 0 < 0; < 0y < --- <

2Note that when state space is S¢ with d > 1, then finding escape directions in mean-field systems
can be done by pulling all particles toward the same direction (subject to spherical constraints), cf. [26]
and [I1I]. Our method is more involved.



Ok < 2m and let x4y =27 4+ 0,. For 1 < j < K, we define A; = 0,1 — 0;, where we set
Ak =27 + 6, — 0k to account for the periodic boundary. We refer to the A; as the gaps.
Furthermore, we let Tyax(x) denote the maximum of A; for 1 < j < K.

Lemma 3.1. Assume that is satisfied at (x1,...,x,). There do not exist distinct
gaps wy and wo such that wy,wy > T.

Proof. The idea is the same as [I7, Appendix B]. Suppose that the line ¢ intersects the
interiors of both w; and w,. Let S be the set of 7 such that x; is on one side of . Then,
for all i € S and j € S, we have that z; — z; ¢ (— min(w;,ws), min(w;,ws)) (mod 27).
Because min(wy,ws) > 7, x; — x; ¢ [—7, 7| (mod 2), which implies that f'(z; — z;) < 0.
This is a contradiction to . [

For i € [K], let N; be the multiplicity of 6;, i.e. the number of j € [n] such that
x; = 0;. Also, let

(f, g>L2 = /_7r f(z)g(z)dz .

Lemma 3.2. Suppose (x1,...,x,) € T" is stationary and cut-stable for the

system (S1f). Furthermore, assume that (x1,...,x,) is not synchronized. Then,
8 4 4
1 n > : - - / 0 .
< ’ |f |+>L2 = (T, T * Tmam(l‘h ce 71:71)) f ( )

Proof. For the sake of contradiction, assume that K > 1. Let
o) =) fl(x— ).
j=1
Then, after using with S equal to the set of j € [n] such that z; = 6;,
@(0;) = Nif'(0) + Z f(0; —z;) = Nif'(0). (4)
JE[n], x;#0;

Let
K
U = Z 1{1’ € (917 0@'-{—1)}\1[1"

i=1
where W, : [0;,0;11] — R is twice differentiable. Then, for ¢ € [K],

0;
o =AU, = (V' — W)

i

0;
<\Ij“ 90”)[12 = \I]ZSOI 6i+1 + <\II;,7 SO>L2 :

Assume that U/ = —aq; for a constant a; and V;(6;) = V;(0;41) = 0 over [0;,60;,1], or

equivalently that W;(x) = & (2 — 6;)(0;41 — ). Then, we have that

(Wi, ¢") p, = =i0i1)p(0ir1) + Wi(0:)p(0:) — ai (1{(0:,0+1) }, ) 1,
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2
since
011 n n
[ etwhds =3 6 =) = 3 6, - 2) =0
0; j=1 j=1
Hence,
K .
<\Ij7 //>L2 - ElAz((p(ez) + SO(GZ—H))
i=1

In particular, assuming that a; > 0 for all ¢ € [K], using gives that

K
/ Qi
(U, 0", 2> AN + Ni+1)f'(0).
=1

aiA?

8

Furthermore, since ¥; € [0, ], we have that

K K
<Z a; AT1{(0;, 0141} |<P"|+> >4y aidi(Ni+ Nipa) f(0).
Lo =1

i=1

Since Y [f"(x — z;)|+ > [#"]+, we have that

n K K
Z <Z a;iA71{(0;,0541)}, | f" (2 — 37]')|+> > 4ZG¢A¢(N¢ + Nit1) f'(0),
Lo =1

j=1 \i=1

or equivalently,

Z<Zaz~Ai1{<ei,ei+1>},|f’”<x—mj>|+> 243 a4 Nu)f(0). ()

j=1 \i=1

By Lemma 3.1 we can have that Tiax(21, ..., 2,) is greater than 7, but all other gaps
must be at most 7. For brevity, we use Ty to denote Tpax(z1, ..., x,) in the remainder

of the proof.
In , set a; = A%_ to obtain

2 <Z W O |7 - wj>l+> 243 M+Tfmf’<o>

j=1 \i=1
N+ N,
i i+1
=on <1’ |f”/|+>Lz > 42 T+

i=1

(0).

Assume that the gap Tymax is between 6, and 0p41. Since A; < 7 for i € [K]\{/(},

N; + N; Ny + N,
n<17 |f”/|+>L2 >4 Z +1 + L +1 f/<0)

Tmax
ie[KN\ {4}
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1(Z-inen - (2- 1)) ro

T Tmax
The result follows after noting that N, + Nyyy < n because K > 2. [ |

Corollary 3.3. Let 7 € (0, 7] be such that f'(x) <0 for all x & [—7,7T]. Assume that M
1s a positive real number such that for all stable, stationary, and non-synchronized points

X of 7 Tmae(X) < M. If
T/_ " ()] odz < 4 (1 + %) £(0),

then every stable stationary point (x1,...,x,) of system on T™ is synchronized, i.e.
Ty == Ty.

Note that Corollary [3.3] is more general than Theorem [2.1] since M = 27 is always a
valid choice.

Proof. From Lemma if x = (x1,...,x,) is not synchronized, then

<17 |f”/|+>L2 > min (%7 é + 4 > f/(O) > 4 (% + %) f/(o)

Tmax (X)
because Tpax(x) < M, which is a contradiction. [ ]

Remark 3.4. In many cases, such as the Kuramoto model and self-attention dynamics,
it is straightforward to show that 7,.x(x) < 7 for x to be stable, stationary, and non-
synchronized, which leads to an improvement upon Theorem by setting M = 7 in
Corollary [3.3] For examples of such results, see [I7, Lemma 6.4] and [1T, Lemma 10].

Corollary 3.5. Assume that f'(0) > 0 and 7 (1, |f"|4),, < 4(1+ %) f/(0). Suppose
a,b € R satisfy ab > 0 and a and b are not both zero. Assume that

n

Zaf(a:i—xj)—bf(:cj—xi)zo, Vi € [n] (6)

j=1
and are satisfied at (xy,...,,). Then, x; = x; for all i,j € [n].

Proof. Let g(x) = |alf(x) — [b|f(=). Then, g'(x) = |alf'(x) + [b|f'(—2) and ¢"(x) =
la|f" (x)+]|b] f" (—z). We have that g satisfies and at (x1,...,2,). Furthermore,
9'(0) = (la[ + [b]).f(0) = 0 and |g" (x)|y. < lall /" (2)|s + [BIL/" (=2)]+ so 7 (L, ]g" |1 ), <
m(la] + [6]) (L, [ /"), <4(1+ %) ¢'(0). The result follows from Theorem |
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4 Gradient ascent systems

The goal of this section is to prove Theorem [2.3] which characterizes the asymptotic
behavior of (adjusted) mean-field gradient ascent systems. Following the statement of
the theorem, assume that f(x) = sin(z)h(cos(z)) for some real-analytic function h on an
open set containing [—1,1]; recall that g : (S')" — Rsq is smooth.

As explained in Lemma gradient ascent almost always converges to a stationary
point. The key idea of the proof is to use Lemma to argue that the stationary
point almost always has negative semi-definite Hessian and then apply Theorem to
characterize the stationary point as being synchronized. As part of the proof, we show
that a stationary point with negative semi-definite Hessian satisfies conditions and
so that we can apply Theorem

We rewrite in terms of points on the manifold (S')"”. Note that this is the setting
that [I7, [16] originally consider. For i € [n] and t > 0, let

pi(t) = (cos(x;(t)), sin(z;(t))) € S.
For a point p; € S* let us introduce p;- to be (the unique) positively oriented unit vector
in the tangent space at p;. Let us denote by pr(-) the linear operator orthogonally
projecting R? onto the span of p;-. With this notation we can rewrite as

n

D hl{pi(t). 03 () By (0 (1) Vi € [, (52')

=1

b
9i(p(t))

where p(t) = (pi(t),...,pn(t)) € (SH™ for ¢ > 0. To see the equivalence, note that
Py 95(8) = — sin(zi(t) — 5 (£))ps(t) " and {p(2), (1)) = cos(i(t) — ().

Next, we rewrite (S27) as the gradient of a function over a Riemannian manifold.
Suppose ¢(z) = [ h(z)dz, which is also an analytic function. Let

Pz(t) =

Bz, ..., 1) = % S (s 25))-

ij=1
In order to describe the system as gradient ascent, we construct a Riemannian manifold

such that the gradient computed with respect to its metric is the dynamics of (S27). We
follow the ideas of [I7, Section 3.4] to state and prove the following lemma.

Lemma 4.1. Suppose the Riemannian manifold M over (S1)" has positive-definite inner

product {(ay, ..., an), (b1,...,bn))p = Y1y i(P)aib; at P = (p1,...,pn) € (SY)™. Then,

1

(V) E(P) = o (P) Z h({pi i) By (ps) Vi € [n].

Proof. Let Y be a vector field over (S')" with gradient flow ®!. Furthermore, suppose
the vector field B satisfies

1
a;(P)

13



for i € [n]. Then, it suffices to prove that

d

E(2y(P)) = (Y(P),B(P))p.

t=0

By considering a linear basis over Tp(S')", we only need to show this holds when
Y (P) = (Ap,,0, . ..,0) for a non-zero skew symmetric A. In this case, ®¢, (P) = (e“'py, po,

.+yDn), SO
1
E(®y(P)) = Z 90(<6Atp1729j>) + §¢(<6Atp17 6AtP1>) +C,
J#1
where C' does not depend on t. Thus,

d

EE(Q’%/(P)) = ; h(<€Atp1,pj>) <A€Atp17pj> + h(<€AtP1, €Atp1>) <A€Atp17p1>

= —| E(®,(P) = Zh((pl,Pj>) (Ap1,pj) -

dt

t=0

It suffices to prove that

Z h((p1,p;)) (Ap1, pj) = (Y (P), B(P))p = <Ap1, > h({(p1,pi) Pyt (pj)> :

j=1

Hence, it suffices to prove that for all v € S*,
(Apr,v) = (Aps, Py () ) = (Aprv = (0, p1) pa).

which would be implied by (Apy,p1) = 0. Observe that (Apy, p1) = p] Ap1, which equals
0 because A is skew-symmetric. |

Lemma implies the almost always convergence to a critical point of F with a
negative semidefinite Hessian. However, as explained in [I7, Remark B.1], when analyzing
whether the Hessian is negative semidefinite at a critical point, any two metrics are
equivalent. We state this classical idea in the following lemma, and afterwards, we use it
to prove the main result.

Lemma 4.2. Suppose Ry = ((S¥™1)", g1) and Ry = ((S¥~1)", g5) are Riemannian mani-
folds. Let P be a critical point of the analytic function v : (ST™1)" — R. For 1 <i < 2,
let H; be the Hessian of v at P with respect to R;. Suppose v € Tp((S¥1)"). Then,
(Hyv,v)g, > 0 < (Hyv,v)g, > 0.

Remark 4.3. The set of critical points for both metrics are the same. We abuse notation
and assume that H; is a matrix expressing the Hessian in terms of an orthonormal basis
for the metric R; at P, and thus write v H;v instead of (H,v,v)g,, implying that v € Tp
is itself expressed as a column vector in the orthonormal basis with respect to R; at P.

14



n

Proof of Theorem[2.3. For this proof, we are working in the setting of points on (S
that we have introduced in this section. Let R be the Riemannian manifold over (S!
with positive-definite inner product ((ai,...,a,), (b1,...,bn))p = Dory gi(P)ab; at P.
Then, from Lemma {4.1| with a; = g; for all i € [n],

p(t) = VRE(p(t))

in (S27]). Applying Lemma [2.2] gives that we have almost-sure convergence to a critical
point P = (p1,...,p,) with negative semi-definite Hessian. Then, if H is the Hessian of
E at P with respect to R and expressed in terms of an orthonormal basis for the metric
(-,+) p, we assume that there does not exist v € Tp((S')") such that v" Hv > 0.

First, observe that for all i € [n],

)
)n

Z h(<pi>pj>)PpiL (pj)=0

by the definition of a critical point of , which can in turn be rewritten as > h(cos(z;—
zj)) sin(z; — ;) = >, f(x; — x;) = 0, thus verifying condition .

Let S be the Riemannian manifold over (S')" with the standard inner product. Let
Hg be the Hessian of E at P with respect to S and expressed in terms of the standard
orthonormal basis. By applying Lemma [4.2] with the Riemannian manifolds R and S and
the function E as vy, because there does not exist v € Tp(S!)") such that v" Hv > 0, there
does not exist v € Tp((SH)") such that v Hgv > 0.

The next step is to show that P, when written as an element of T", is cut-stable,
cf. , so that we can apply Theorem [2.1, For this purpose, we follow the method of
[T7, Appendix A].

For t > 0, define

p(t) = [eCiBtpi]iE[n]a

0 —1

where B = (1 0

) is skew-symmetric. First, observe that

Ep®) =Y, o({ePpie®p;))+C,

i,j€[n]i#]

where C' does not depend on t.
Suppose we let v = %‘tzop(t). Observe that v; = ¢; Bp; for all i € [n], so v € Tp((S')").
Then,
d2
dt?
Next, where h(z) = Lo(z),

t:OE(p(t)) — v Hgv < 0. (7)

%E(P(t)) = Z h((eP s, eP'p;)) ((eiBe P py, P p) + (e Plpy, c; BeiP'p;)) .
i,j€[n]i#]

15



Furthermore,
d2
SEGH) = Y
i.J€[n),i#j

|:h/<<€ciBtpi7 echtpj)>) (<CiB€CiBtpi,echtpj> + <GCiBtpi,CjBechtpj>)2
4 h(<€CiBtpi,€CjBtpj)>) % (<C?BQeciBtpi’ecJ‘Btpj> 4 <CiB€CiBtpi,CjB€CjBtpj>
+ <€CiBtpi’ C?BQGCjBtpj> ):|

For 1 < i < n, let z; be the unique element of T such that p; = (cos(x;),sin(z;)).
Because B? = —1I,, (B%p;,p;) = — cos(z; — ;). Since B is the rotation by 90° matrix,
(Bpi,pj) = cos(z; + 90 — ;) = sin(z; — x;). Thus,

d2

|, E(p(t))

Z (ci — ¢;)*(— cos(z; — ;) h(cos(z; — x;)) + sin(z; — z;)*h (cos(z; — x;))).
€[n],i#]

1]
Since j%’t:OE(p(t)) <0 by ,

Z (ci — ¢;)*(cos(z; — zj)h(cos(x; — 1)) — sin(x; — x;)*h (cos(x; — x;))) > 0.

i,j€n],i#]

Observe that because f(z) = sin(x)h(cos(x)), f'(x) = cos(z)h(cos(z)) —sin(z)?h'(cos(z)).

Therefore,

> (e — ) f (i — x5) >0,

i,j€[n]
SO is satisfied by setting ¢; = 1{i € S} for S C [n]. Then, by Theorem [2.1] the z;
are synchronized, which finishes the proof. [

Remark 4.4. Observe that we have shown that if the critical point P has negative semi-
definite Hessian, then

Z (i =) f'(wi —x;) > 0

i,j€[n]
for all ¢;,c¢; € R. This result is well-known, but we include the computations for com-
pleteness. The other direction is true as well, since for any v € Tp((S*)"), we have that
v; = ¢; Bp; for some ¢; € R for all i € [n].
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5 Application to self-attention dynamics

In this section, we prove Corollary [2.4 Corollary 2.5 and Corollary [2.6]

Proof of Corollary- For § > 0, system (T1]) is equivalent to (S1)) with f(z) = sin(x)
efleos@=1) and g = 1. By Theorem [2.3 it suffices to show that 7 (1, |f"|,) < 4f'(0). We
prove this by considering cases for 5 .

First, observe that

f'(z) = (cos(z) — Bsin(x)?)elles@-1
f"(x) = (= sin(x) — 3B sin(z) cos(z) + 2 sin(x)3)elcos@) 1)
F"(x) = —(cos(z) + 38 cos(x)? — 48 sin(x)? — 632 cos(x) sin(z)? + B3 sin(z)?)efees@-1),

We reference these expressions later. Furthermore, it is clear that we can set

Case of 3 > 1. The positive regions of f” over (—, 7| are (—a, —b) U (b, a) for some
a,b such that 0 < a < b < 7, see Lemma [A.1] Since f”” is even, it suffices to prove that

(7, 1{(=a,=b) U (b,a)}f") <4 & 7(f"(a) = f"(b)) <2,
which follows from Lemma[A.4] Lemma [A.5 Lemma [A.6] and Lemma[A.7]

Case of 0 < 8 < % The positive region of f” over [0,27) is (a,27 — a) for some

a € (0,%), see Lemma [B.1] Then, it suffices to prove that
(1, 1{(a,2m —a)} [y < 4= 7f"(a) > -2,

which is proved in Lemma [B.4]

Case of = 0. This corresponds to the Kuramoto model. In this case, f'(x) = cos(x)
and 7 = Z, because if z € (%,2) then f’(z) is negative. Then, f”(z) = —sin(z)

272
and f"(x) = —cos(x) has positive region (Z,2%) in [0,27). Using the notation for the
1

) :
p € (0,3] case, a = 7 and it suffices to pr0\2/e %hat 7f"(a) > —2, which is true because
7f"(a) = =5 > 2.

Case of —0.16 < f < 0. From Lemma [C.4] we may set M = 7 in Corollary [3.3
Afterwards, we prove that global synchronization occurs in by applying Corollary
with M = 7 and ¢g; = 1 for all i. By setting g;(z1,...,2,) = 2?21 efeos@i—z3) e also
show that global synchronization occurs in .

By Corollary it suffices to prove that 7 (1, [f"”];) < 4 (1+ Z). The positive region
of f" over (—m, ] is (a,27 — a) for some a € (3, 7), see Lemma Since f" is even, it
suffices to prove that

. 1 T " T
(r,1{(a, 27 — a)} f") §4(1+ W) = 7f(a) > 2(1+ 7r) ,
which follows from Lemma [ ]
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Proof of Corollary[2.5. This follows from the same argument as the proof of Corollary 2.4]
but with gi(z1,...,2,) =77, efeos@i=25) for j € [n] in 1' which is a smooth function.
[

Proof of Corollary[2.6. From Lemma , if g < —% and n is divisible by three or n is
sufficiently large, then there exists a stable nonsynchronized stationary point. At this
point, the Hessian has one zero eigenvalue which corresponds to translating each point
by the same displacement and its other eigenvalues are negative. This implies that global

synchronization does not occur. [

6 Generalized system

One of the extensions following Kuramoto’s work was introduced by [33] in the following

form:
n

i) = =Y g fwi(t) — a;(t)), Vi € [n], (8)
j=1
where A = (a;;)1<ij<n € R™" is a weight matrix and f : T — R is an interaction
function. Taylor [33] showed synchronization result for f(z) = sin(z) and A being an
adjacency matrix of an (undirected) graph with each vertex having degree > 0.94n. Sub-
sequent works eventually improved the lower bound on degree to 0.75n [22], while also
showing graphs with each vertex of degree > 0.6838n, which do not synchronize [37].
It is conjectured that there exists graphs with min-degree approaching 0.75n which do
not synchronize. Furthermore, expander graphs have been utilized to show that generat-
ing A using a random process of adding edges leads to global synchronization once A is
connected [T}, 20].
In this section, we will extend our criterion to the special case of rank-1 matrices A.
Initially, we will only consider the following version:

n

Fi(t) = = eif (xi(t) — a;(t)), Vi € [n], (S3)

Jj=1

where ¢; > 0 for 1 < j < n. This system generalizes (S1|) by allowing different weights
for each particle. We now state the analogous stationarity and cut-stability conditions.
Suppose x = (z;)1<i<n € T". For the system (S3)) a point is stationary iff

chf(:ci — ;) =0, Vi€ [n]. (C3)

We say that point x is cut-stable if

. ffmi—2)>0 (C4)

i€S,j€SC
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for all S C [n] such that the value of z; is the same for all i € S.
We state the following result, which generalizes Corollary [3.3] Note that Theorem
is an implication of this corollary.

Theorem 6.1. Assume that M is a positive real number such that for all stable, station-
ary, and non-synchronized points x of (S9), Tina(x) < M. If

T/_: " (z)]sdx < 4 (1 + %) f(0),

then every stationary and stable point (x1,...,x,) of system on T" s synchronized,
i.e. ¥ =+ = x,, where T is as in Theorem[2.1]

Proof. The same proof of Theorem in Section |3 can be used, except with ¥(z) =
> G f' (@ — x;) and W, =% jeln)a;=0; ¢ Teplacing Nj. Similarly, we only require 1}
for the proof.

It is not immediately clear that global synchronization occurs in this setting, since we
no longer have an obvious gradient ascent structure. First, we normalize (S3)).
Assume that g : T" — RZ is smooth. Then, we can normalize the system as
1 n

xl(t) == (t)) chf(xi<t) - wj(t))v l<i<n, (S4>

gi(z1(t), ..., zp

j=1

which allows us to state the following result, which generalizes Theorem [2.3| and is stated
in the format of Corollary [3.3

Theorem 6.2. Assume that f(z) = sin(x)h(cos(z)), where h is a real-analytic function
on an open set containing [—1,1]. Assume that M is a positive real number such that for
all stable, stationary, and non-synchronized points x of , Tmaz(X) < M. Furthermore,
assume that T (1,|f"]4) < 4(1+ =) f/(0), where T is as in Theorem . Then, global

synchronization occurs in

Similarly to the approach of Section [d, we express the dynamical system in terms of
points on (S')". For i € [n] and t > 0, we let p;(t) = (cos(x;(t)), sin(z;(¢))) to obtain the
equivalent dynamical system

1 , ,
o) D cih({pilt), 05 (£)) Byygoy (0 (1) Vi € [n], (54')

hlt) = gi(p(

j=1

where p(t) = (pi(t),...,pn(t)) € (SH)™ for ¢t > 0.
Suppose (z) = [ h(z)dz and let

1 n
Ew(.’lj'l, R ,.T}n) = 5 Z CiCjQO(<ZZ'i, IJ>)

ij=1

Note that this energy function is also considered in [I1]. The idea is that the ¢; correspond
to the weights of the particles. We have the following generalization of Lemma The
result can be proved using the same approach.
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Lemma 6.3. Suppose the Riemannian manifold M over (S1)" has positive-definite inner
product {(ay,...,an), (b1,...,bn))p =Y iy i(P)aib; at P = (p1,...,pn) € (SY)™. Then,

(VMMEAP) = 5 3 b)) Py (p) Vi € ),

Proof of Theorem[6.4. The same proof as the proof of Theorem [2.3]can be used. The only
differences are as follows. The Riemannian manifold R over (S')" has positive-definite in-

ner product ((ar,...,an), (bi,....bn))p = > iy cigi(P)asb; at P. Of course, (S47) replaces
(S2’), and we implement the remaining analogous replacements; for example, we replace

(C1)) and (C2)) with (C3) and (C4)), respectively, as well as Theorem [2.1] with Theorem [6.1]
When verifying that is true, the final expression we obtain is that for S C [n]

such that the x; are all equal to 6 for i € S,

Z Ciij,(fL’i — ZEj) >0& <Z Ci) chf’(Q — l’j) > 0.

i€S,j¢s i€s ¢S
Note that (C4)) is clearly true when S is empty. If S is nonempty, since the ¢; are positive
we have that > .q¢; f'(0 —x;) > 0, so (C4)) holds. |

An important implication of Theorem [6.2] is the following result, which allows the
setting of A as wiw, in while still having global synchronization.

Corollary 6.4. Assume that f satisfies the conditions of Theorem where 18
replaced by the system

ii(t) = — Zwungf(xi(t) — (1), 1<i<n,

where wy;, we; > 0 for 1 < ¢ < n are fixed. Then, global synchronization occurs in this
system.

Proof. This follows from Theorem with ¢; = wfl and ¢; = wy; for 1 < i < n. [

)
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Results for 5 > %

In this subsection, f(z) = sin(z)ef(cos@=1),

Lemma A.1. Suppose 5 > % There exists 0 < b < a < 7 such that the positive region

of f"(x) is (—a,—b) U (b,a).
Proof. Let

p(z) = —(2 + 382" —4B(1 — 2%) — 65°2(1 — 2%) + (1 — 2°)?).

Observe that

f///(x> _ p(COS(I>)eﬁ(cos(a:)fl)7

so it suffices to analyze the positive regions of p over [—1,1]. First, observe that

0.3
p(1)=—-1-338<0, p(1 - 7) =1.688 — 0.17613~' 4+ 0.248 > 0,

P(—l):1—35<07p(—1—%):56+65‘1+13>0.
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Since p(—1) < 0 and p(—1 — %) > 0, p has two roots less than —1. Furthermore, since

p(1) < 0, p(1 — %) > 0, and p(—1) < 0, p has two roots in [—1, 1], and p is positive
between these two roots. This finishes the proof. [

Lemma A.2. \/Earccos(—vlfa‘f’l) is strictly increasing over (0, 00).
Proof. We compute that

VAERTLEN S A T
2x

d Jiza o1, eeos( Nersy
2\/x

Ve arccos( o ) =

Therefore, it suffices to prove that

V1+422 —1 \/\/1+4x2—1<:>\/1+4x2—1< V14422 -1
c

arccos( ) > os( ).
2z 212 + % 2z 212 + %
Observe that using cos(z) > 1 — % over (0,7) yields
(x/\/1+4x2— 1) - V14422 -1
oS -
Then, it suffices to prove that
V1+4x?2 -1 V1+4x? -1
- <]l -—
2z 1+ 4x?
<:>1+42(1+ ! ) <1+ +1
x — —
2¢  1+42? 1+4z2 2z
V14 422(1 + 22 + 427) < (1 + 42%)20 + 1 + 22 + 427
(V14422 — 1)(1 + 2z + 42?) < (1 + 42?)22
22(1 + 2z + 42%) < (1 + V1 + 422)(1 + 427),
which is straightforward to verify. |
The following corollary also appears in |21, Lemma 4].
Corollary A.3. arccos(—vlff’l) < \/Li over (0,00).
Proof. This follows from Lemma |A.2{ and lim,_, \/Earccos(—vlff_l) =1. [

Lemma A.4. If 5 > 1 then 7(f"(a) — f"(b)) < 2.
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Proof. Let w =1 — cos(z) and assume that = € [0, 7] so that sin(z) > 0. Then,
() = V2w — w?(—1 = 38(1 — w) + f2(2w — w?))e
= V2w — w?(B(=3 + 2Bw) + (=1 + 38w — [2w?))e™”
Let z = fw. Hence,

= /BVz 2—— 3—1—22—1-;( 1+ 3z —2%))e .

Let

95(2) = Vz 2—5( 3+2z+;( 1432 — 2%))e

where z € [0,20]. Note that f”(z) = /Bgs(8 — B cos(z)) so
["(x) = Bv/Bsin(x)g (8 — B cos(x))

Since x € [0, 7] and the positive region of f” in [0,7] is (b, a), the positive region of gj

is (B(1 — cos(b)), B(1 — cos(a))). Particularly, fﬁ(“)—\/%f”(b) = g3(B(1 — cos(a))) — gs(B(1 —
cos(b))).

First, observe that g;(0.18) < 0 and gj5(1.4) > 0 for all 3 > 1. Therefore, because the
positive region is continuous, we always have that

0.18 < B(1 —cos(b)) < 1.4 < (1 — cos(a)).

Moreover, gz(5(1—cos(a))) > 0 > gz(S(1—cos(b))); this is because gz(0) = 0, gz(0.1) < 0,
and gz(1.9) > 0, so g first decreases to a negative value and then increases to a positive
value.

Let
g (2) = V22(=3 4+ 22)e ™%, ¢*(2) = V22(—1 4 32 — 2%)e .

Then, gg is similar to a linear combination of g' and ¢?, with

V25

98(2) = 7 (91(2)+592(Z))-

For the following computations, we utilize properties of g' and ¢? which are straightfor-
ward to verify.

Because 0.18 < (1 — cos(b)) < 1.4, the value of , /2 ) at z = (1 — cos(b)) is

at least
0.18 0. 18
2——¢g(0.18) > —0.247,/2 —
V2T 08 Vi

Furthermore, the value of , /2 — %gl(z) at z = B(1 — cos(b)) is at least

0.18
~1.381,/2 — ===,
B
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since g' > —1.381. Therefore, the value of gz at z = 3(1 — cos(b)) is greater than

2o 2 — o
—0.247—=— — 1.381 ————.
V28 V2

Since B(1 — cos(a)) > 1.4, the value of , /2 — %gQ(z) at z = (1 — cos(a)) is at most

1.4 1.4
2 — —g%(1.4) < 0.5124/2 — —.
Y2 ety E

Furthermore, the value of , /2 — %gl(z) at z = f(1 — cos(a)) is at most

1.5
0.375¢/2 —
B

since g' <0 for z < 1.5 and ¢' < 0.375. Therefore, the value of gs at z = S(1 — cos(a))
is less than

(9)

9 _ 14 9 _ L5
05127 o3V 2

V26 V2

Using this inequality and @D gives that

98(B(1 — cos(a))) — 95(5(1 COS(b)))

2 — 17 / /2 _ 0’%
0.512—+0375——+—+0.247T——— 4+ 1.38]1 ———.
V23 \/— V2
Let
9 _ 1_34 /9 [o _ 018 18
©(B) = 0.512F——— 4+ 0.375——="— + 0.247T——"— + 1.381 ————
V28 f

for B > 1, so that gg(8(1 — cos(a))) — gsg(B(1 — cos(b))) < ¢(B).
If B> 2 then p(B) <2, so

7(f"(a) = (b)) = V/Br(gs(B(1 = cos(a))) = gs(B(1 = cos(h)))) < v/Breo(B) < 2¢/Br.

Since /B < 1 by Corollary |A.3 - (f"(a) — f"(b :
Assume that 8 € [1,2). Then, from Lemma A2, /BT < V271(2) < 0.96, so 7(f"(a) —
f"(b)) < 0.969(8) < 2. ]

Lemma A.5. Suppose 8 € [0.75,1). Then, 7(f"(a) — f"(b)) < 2
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Proof. Observe that g;(0.165) < 0 and gj(1.24) > 0 for 8 € [0.75,1). Thus,
0.165 < (1 — cos(b)) < 1.24 < (1 — cos(a)).

Similarly, gg(B(1 — cos(a))) > 0 > gg(B(1 — cos(b))), because gg(0) = 0, gp(0.1) < 0,
gs(1.4) > 0. Therefore,

95(B(1 = cos(a))) — gs(B(1 — cos(b))) <

/ _M / _ﬁ /9 0165 /o 0165
——F + 0375 —F7— +026 +1.381 ——F+—

over [0.75, 1). Usmg Lemma [A.2 m, VBT < 7(1 ) < 0.91, so 7(f"(a) — f”( ) < 0.91p(5) <
2. [

Lemma A.6. Suppose § € [0.5,0.75). Then, 7(f"(a) — f"(b)) < 2
Proof. Observe that g;(0.14) < 0 and g;(0.9) > 0 for 8 € [0.5,0.75). Thus,
0.14 < 5(1 — cos(b)) < 0.9 < B(1 — cos(a)).

Similarly, gg(B(1 — cos(a))) > 0 > gg(B(1 — cos(b))), because gg(0) = 0, gp(0.1) < 0,
95(0.99) > 0. Therefore,

95(B(1 = cos(a))) — gs(B(1 — cos(b))) <

0.542—”_%9 + 0.28—”2_% + 1.381—V2_0._§4 = ¢(B)
V28 V28

=15
over [0.5,0.75); observe that we have removed the term 0.375 for g', since ¢! is al-

ways non-positive when 5 < 0.75 and z < 2/3. Using Lemmam \/_T < V0.757(1/0.75) <
0.88, so 7(f"(a) — f"(b)) < 0.88¢(B) < 2. |

Lemma A.7. Suppose (3 € (5,0.5). Then, 7(f"(a) — f"(b)) < 2
Proof. Observe that g4(0.121) < 0 and gj(%) > 0 for § € (3,0.5). Thus,

0.12 < B(1 — cos(b)) < g < B(1 = cos(a)).

Similarly, g5(B(1 — cos(a))) > 0 > gz(B(1 — cos(b))), because gz(0) = 0, gz(0.1) < 0,

95(3) > 0.
Since z < 28 < 1, the maximal positive value of g is less than g¢o(1) < 0.521.

Therefore,

9s(B(1 — cos(a))) — gs(B(1 — cos(b))) <
Womee Sy speTTT
0521V 7 1 0285 o o)

V28 ' V28 ' V2
over (%,0.5); similarly, we have removed the positive term for ¢g'. Using Lemma ,
VBT < +/0.57(0.5) < 0.809, so T(f”"(a) — f"(b)) < 0.809¢(8) < 2. [

27



B Results for 0 < § < %

In this subsection, f(z) = sin(z)es(cos@=1),

Lemma B.1. Suppose g € (0, %] Then, there exists a € (0,5) such that the nonnegative

region of f"(z) over [0,27) is [a, 27 — al.

Proof. We use the same method as the proof of Lemma Observe that

p(1)=—-1-33<0,p0)=—-3(p*>—4) >0, p(~-1)=1-33>0,

1 2
p(—l—B) =53-B8"14+1<0, p(—l—B) =58+66""+13 >0,
and lim, , . p(z) = —oo. Thus, p has a root in each of the following intervals: (0, 1),
(_1 - %7 _1]7 (_1 - %7 —-1- %)a and (—OO, —-1- %)

Let r be the root of p in (0,1). Let a = arccos(r). Because r € (0,1), a € (0, 7).
Furthermore, because p(1) < 0, p(0) > 0, and p has no other roots in (—1,1), p(2) is
nonnegative for z € [—1,1] if and only if z € [—1,r]. Therefore, the nonnegative region

of [ is [a, 2w — a). |

Remark B.2. In contrast with Lemma [A.1, we consider the nonnegative region of f”
rather than the positive region. The reason for this is that when g = %, p(—=1) =0, so
the positive region would be (a,7) U (7,27 — a) for this case. For simplicity, we consider
the nonnegative region.

Corollary B.3. Suppose 5 € (0, %] Then, f" <0 over [0,x] and f” > 0 over [m, 27].

Proof. Using Lemma , assume that the nonnegative region of f” is [a,27 — a] for

a € (0,%). Then, since f”(0) = f”(m) = 0, we have that over [0, 7], f” first decreases
from 0 to its minimal value at a and then increases to 0, so f” is non-positive. Because

f"is odd, f” is nonnegative over [r, 27]. [
Lemma B.4. Suppose € (0,3]. Then, 7f"(a) > —2.

Proof. We have that
f"(a) > —(1 +38) sin(a)e?<@We=F > —(1 + 33) sin(r)e? =M,
Thus, it suffices to prove that
(14 3p) sin(r)e?Me=fr < 2.

Observe that
0 < cos(7) = Bsin(r)* < B,

so it suffices to prove that
2
(1+38)e” Psin(r)r < 2.
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Assume that 0 < 3 < 0.148. Then, 7 < 7 and sin(7) < 1. Because
(1+38)e” 7 g <2,

we have that 7f”(a) > —2. (0.148 is approximately the maximal value of 5 for which this
method is correct.)
Assume that 0.148 < § < 0.228. Then, 7 < 7(0.148) < 1.43 and sin(7) < sin(1.43).
Because
(1+383)e”? . 1.43sin(1.43) < 2,

we have that 7f"(a) > —2.
Assume that 0.228 < § < 0.278. Then, 7 < 7(0.228) < 1.36 and sin(7) < sin(1.36).
Because
(1+38)e” . 1.36sin(1.36) < 2,

we have that 7f"(a) > —2.
Assume that 0.278 < < 0.321. Then, 7 < 7(0.278) < 1.31 and sin(7) < sin(1.31).
Because
(1+38)e” . 1.31sin(1.31) < 2,

we have that 7f"(a) > —2.
Assume that 0.321 < 8 < 3. Then, 7 < 7(0.321) < 1.28 and sin(7) < sin(1.28).
Because
(1+38)e” 7. 1.285in(1.28) < 2,

we have that 7f"(a) > —2. [

C Results for —% < B <0

In this subsection, f(x) = sin(z)eflcos@-1),

Lemma C.1. Suppose 3 € (—3,0). Then, there exists a € (3,7) such that the nonnega-

tive region of f"(x) over [0,2r) is |a,2m — al.

Proof. We use the same method as the proof of Lemma Observe that

p(1) =-1-38<0,p(0) = -B(F” —4) <0, p(-1) =1 =35>0,

p(l—%):56—ﬁ1—1>0,p(1—%):56+6ﬁ1—13<0,

and lim, ,., p(z) = oo. Thus, p has a root in each of the following intervals: (—1,0),
(1,1-3), (1 =5,1— %), and (1 - 3,00).

Let 7 be the root of p in (—1,0). Let a = arccos(r). Because r € (—1,0), a € (5, 7).
Furthermore, because p(—1) > 0, p(0) < 0, and p has no other roots in (—1,1), p(z) is
nonnegative for z € [—1,1] if and only if z € [—1,r]. Therefore, the nonnegative region
of fis [a, 2w — al. |
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Remark C.2. If § = —3, the nonnegative region of f”(z) over [0,27) is [a, 27 — a] U {0},
since p(1) = 0.

Corollary C.3. Suppose 3 € (—%,O). Then, f" <0 over [0,n] and f" > 0 over [, 27].

Proof. Using Lemma [B.1] assume that the nonnegative region of f” is [a,2m — a] for
a € (§,m). Then, since f"(0) = f"(m) = 0, we have that over [0,7], f” first decreases
from to 0 to its minimal value at a and then increases to 0, so f” is non-positive. Because
f" is odd, f” is nonnegative over [r,27]. [ |

Lemma C.4. Suppose B < 0. If x is a stable, stationary, and non-synchronized point of

, then Tpep(x) < .
Proof. This is implied by [I1, Lemma 10] with o(t) = —e”t. |
Lemma C.5. Suppose € [—0.16,0). Then, 7f"(a) > —2 (1 -+ :—r)
Proof. We have that
f"(a) > —(1 = 3p) sin(a)e’ =@e=# > —(1 — 36) sin(7)e’(Me=F.

Thus, it suffices to prove that

(1 — 38) sin(r)e? =Ne=Pr < 2 (1 + Z) .
m

Observe that
0 > cos(1) = Bsin(7)? > f,

so it suffices to prove that

(1 —38)e® P sin(r)r < 2 (1 + %) .

Equivalently, it suffices to prove that

T ((1 —3p)e” sin(r) — 2) <2

™

Assume that 3 € [—0.16,0). Observe that both 7 and (1 — 383)e?"~# — 2 increase as f3
decreases from 0. At f = —0.16, we have that

2
T ((1 —38)e” 0 — —) <2,
T
so this must be the case for all 8 € [—0.16,0). Thus,
2
T ((1 —38)e” P sin(r) — —) <7 ((1 —3B)e” P — —) <2
T T
for all g € [—0.16,0). ]
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The lower bound —0.16 for 8 in Lemma can be improved, but we omit this
refinement for simplicity. We establish that global synchronization does not occur for all
negative values of 3.

Lemma C.6. Suppose < —%. Then, if n is a multiple of 3 or sufficiently large, there

exists a value of x € T™ such that:

1. There exists three elements py,ps, and ps of T such that |%], [%], and n — 2| %]
points of x are placed at py, ps, and ps, respectively.

2. The vector x is a critical point of E and the Hessian of E over T" at x is negative
semidefinite, with only one eigenvalue whose eigenvectors are the scalar multiples of
the vector [1,...,1]".

Proof. Suppose n > 3. Let p; = 0, po = «, and p3 = 27 — «, where « is an element of
(0, 7) such that

3 s+ (-3 2] -

as n — 00, we can set o = 2?” + 0,(1) and in particular we can set a = %” when n is a
multiple of 3.

The Hessian of the energy function £ is the Laplacian L of [~ f"(x; — x;)]7,=;,. Recall
that f/(z) = (cos(x) — B sin(x)?)e’©®)~1 and the Laplacian of a symmetric n x n matrix
Ais D — A, where D is the diagonal matrix with diagonal [> 7 | A;;]i<j<,. Furthermore,
for a vector v,

1
v Lo = — Z%:l if/(xi — ;) (v; — v;)%.

However, we always have that |x; —x;| € {0, «, 2r—a}. Since f < —% and oo = 2%—i—on(l),
f'(x) > 0 for all x € {0, «r, 2m — a} when n is sufficiently large; if n is a multiple of 3, we
can set o« = & to obtain that f'(z) > 0 for all z € {0, a,2r — «}. Thus, condition 2 is
satisfied when n is a multiple of 3 or sufficiently large. |
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