Optimal empirical Bayes estimation for the Poisson model via minimum-distance methods
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The Robbins estimator is the most iconic and widely used procedure in the empirical Bayes literature for the Poisson model. On one hand, this method has been recently shown to be minimax optimal in terms of the regret (excess risk over the Bayesian oracle that knows the true prior) for various nonparametric classes of priors. On the other hand, it has been long recognized in practice that Robbins estimator lacks the desired smoothness and monotonicity of Bayes estimators and can be easily derailed by those data points that were rarely observed before. Based on the minimum-distance distance method, we propose a suite of empirical Bayes estimators, including the classical nonparametric maximum likelihood, that outperform the Robbins method in a variety of synthetic and real data sets and retain its optimality in terms of minimax regret.
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1. Introduction

Consider the Poisson mean estimation problem. Given observations $Y^n \triangleq (Y_1, \ldots, Y_n)$, independently distributed according to the Poisson distribution with mean parameters $\theta^n \triangleq (\theta_1, \ldots, \theta_n)$, the goal is to learn the parameter vector under squared error loss. It has been well established in the literature that even though the maximum likelihood estimator $\hat{\theta}_i = Y_i$ is minimax optimal, in practice it is often desirable to use some sort of shrinkage type estimators. For example, consider the scenario when the parameter space is bounded. Then with large sample size $n$, the inherent variability of the model will likely produce some extreme observations that will derail the maximum likelihood estimates. A class of shrinkage type estimators with nice theoretical properties was proposed in the seminal paper of [Rob51, Rob56], namely the empirical Bayes (EB) methodology. In the regular Bayes setup, which also produces estimators with shrinkage properties, one assumes that the parameter values are and independently distributed according to a prior distribution $G$. Then the best estimator under the squared error loss (i.e., the Bayes estimator) of $\theta_j$ is given by the posterior mean $\hat{\theta}_G(Y_j) = E_G[\theta_j|Y_j]$. For the Poisson model this takes the
following simplified form

\[ \hat{\theta}_G(y) = \mathbb{E}_{Y \sim \text{Poi}(\theta), \theta \sim G} [\theta | Y = y] = \frac{\int \theta e^{-\theta} \theta^y G(d\theta)}{\int e^{-\theta} \theta^y G(d\theta)} = (y + 1) \frac{f_G(y + 1)}{f_G(y)}, \quad (1.1) \]

where \( \text{Poi}(\theta) \) denotes the Poisson distribution with mean \( \theta \) (here and below), and the marginal density of the \( Y_j \)-s are given by

\[ f_G(y) = \int f_{\theta}(y) G(d\theta), \quad f_{\theta}(y) = e^{-\theta} \frac{\theta^y}{y!}, y \in \mathbb{Z}_+ \triangleq \{0, 1, \ldots\}. \quad (1.2) \]

The EB theory proposes to bypass the assumed knowledge about \( G \), which is might be unavailable in practice, by approximating the \( G \) dependent expressions using the observations. The major achievement of the EB theory is that, when the number of independent observations is large, it is possible to “borrow strength” from these independent (and seemingly unrelated) observations to achieve the asymptotically optimal Bayes risk per coordinate. Since its conception, the theory and methodology of empirical Bayes have been well developed and widely applied in large-scale data analysis in practice cf. e.g. [ETST01, VH96, Bro08, PLLB10]. We refer the reader to the surveys and monographs on the theory and practice of empirical Bayes [Mor83, Cas85, Zha03, Efr14, ML18, Efr21].

In the literature, there are two main avenues to obtain solutions to the EB problem:

- **f-modeling:** Construct an approximate Bayes estimator by approximating the marginal density. For example, the Robbins estimator [Rob56] is a plug-in estimate of (1.1) replacing the true \( f_G \) with the empirical distribution, leading to

\[ \hat{\theta}_j = \hat{\theta}_{\text{Robbins}}(Y_j | Y_1, \ldots, Y_n) \triangleq (Y_j + 1)\frac{N(Y_j + 1)}{N(Y_j)}, \quad N(y) \triangleq | \{ i \in [n] : Y_i = y \}|. \quad (1.3) \]

- **g-modeling:** We first obtain an estimate \( \hat{G} \) of the prior \( G \) from \( Y^n \) and then apply the corresponding Bayes estimator formula \( \hat{\theta}_G(Y_j) \). Examples of \( \hat{G} \) include the celebrated nonparametric maximum likelihood estimator (NPMLE) [KW56]

\[ \hat{G} = \arg\max_G \frac{1}{n} \sum_{i=1}^n \log f_G(Y_i) \quad (1.4) \]

where the maximization is over all priors on \( \mathbb{R}_+ \) (unconstrained NPMLE). When additional information about the prior is available (e.g., compactly supported), it is convenient to incorporate this as constraints into the above optimization, leading to constrained NPMLE.

In a nutshell, both \( f \)-modeling and \( g \)-modeling rely on estimate of the population density \( f_G \); the difference is that the former applies improper density estimate such as the empirical distribution or kernel density estimate (see, e.g., [LGL05, BG09, Zha09] for Gaussian models), while the latter applies proper density estimate of the form \( f_G \).

In recent years, there have been significant advances in the theoretical analysis of \( f \)-modeling EB estimators for the Poisson model, specifically, the Robbins method. For compactly supported priors, [BGR13] showed that with Poisson sampling (replacing the sample size \( n \) by \( \text{Poi}(n) \)),
the Robbins estimator achieves a $O\left(\frac{(\log n)^2}{n(\log\log n)^2}\right)$ regret for estimating each $\theta_i$. Later [PW21] showed the same regret bound holds with fixed sample size $n$ and established the optimality of the Robbins estimator by proving a matching minimax lower bound. In addition, for the class of subexponential priors, for estimating each $\theta_i$ the Robbins estimator also achieves optimal minimax regret $\Theta\left(\frac{(\log n)^3}{n}\right)$.

On the other hand, despite its simplicity and optimality, it has been long recognized that the Robbins method often produces unstable estimates in practice. This occurs particularly for those $y$ which appears few times or none whatsoever, so that $N(y)$ is small or zero. Thus, unless $N(y + 1)$ is also small, the formula (1.3) produces exceptionally large value of $\hat{\theta}_{\text{Robbins}}(y)$. In addition, if $N(y + 1) = 0$ (e.g., when $y \geq \max\{Y_1, \ldots, Y_n\}$), we have $\hat{\theta}_{\text{Robbins}}(y) = 0$ irrespective of any existing information about $y$, which is at odds with the fact that the Bayes estimator $\hat{\theta}_G(y)$ is always monotonically increasing in $y$ for any $G$ [HS83]. These issues of the Robbins estimator have been well-documented and discussed in the literature; see, for example, [Mar68, Section 1] and [ML18, Section 1.9] for a finite-sample study and [EH21, Section 6.1] for the destabilized behavior of Robbins estimator in practice (e.g., in analyzing insurance claims data). To alleviate the shortcomings of the Robbins estimator, a number of modifications have been proposed [Mar68, BGR13] that enforce smoothness or monotonicity; nevertheless, it is unclear they still retain the regret optimality of the Robbins method. This raises the question of whether it is possible to construct a well-behaved EB estimator that is provably optimal in terms of regret.

In this paper, we answer this question in the positive. This is accomplished by a class of $g$-modeling EB estimators, which are free from the unstable behavior of Robbins estimator, thanks to their Bayesian form which guarantees monotonicity among many other desirable properties. The prior is learned using the minimum-distance method, including the NPMLE (1.4) as a special case. Introduced in the pioneering works [Wol53, Wol54, Wol57], the minimum-distance method aims to find the best fit in class to the data with respect to a given distance. As such, it is well-suited for the task of estimating the prior and the obtained density estimate is proper and of the desired mixture type.

As a concrete example, we consider a simple uniform prior and compare the numerical performance of Robbins and three prototypical examples of minimum-distance estimators of $G$, with respect to the Kullback-Leibler (KL) divergence (i.e., the NPMLE), the Hellinger distance, and the $\chi^2$-divergence, respectively (see Section 2.1 for the formal definitions). As evident in Fig. 1, the minimum-distance EB estimators provide a much more consistent approximation of the Bayes estimator compared to the Robbins estimator. This advantage is even more pronounced for unbounded priors (cf. Fig. 6 in Section 5.3); see also Fig. 2 for a real-world example where EB methodology is applied to a prediction task with sports data. Notably, in multidimensional settings, such minimum distance based EB methodologies are difficult to implement in practice as they are computationally expensive even in fixed dimensions. However, we propose that the uni-dimensional empirical Bayes methodology can be employed to provide improved analyses in multidimensional setups as well. To demonstrate the above, we considered a supervised classification problem involving the crime data in different London boroughs. We show that the performance of a linear regression algorithm, that uses different crime counts to infer about the boroughs, can be improved significantly when we pre-process each of the integer data columns using minimum-distance EB filters before supplying them to the algorithm.

The superior performance of minimum-distance EB estimators in practice is also justified by theory. In addition to characterizing their structural properties (existence, uniqueness, discreteness)
in the Poisson model, we show that, under appropriate conditions on the distance functional, their regret is minimax optimal for both compactly supported and subexponential priors. This is accomplished by first proving the optimality of minimum-distance estimate for density estimation in Hellinger distance, then establishing a generic regret upper bound for $g$-modeling EB estimators in terms of the Hellinger error of the corresponding density estimates. We also extend the theoretical analyses to a multidimensional Poisson models.

1.1. Related works

Searching for a stable and smooth alternative to the classical Robbins method for the Poisson EB problem has a long history. [Mar66] was one of the proponents of using $g$-modeling estimators to resolve this problem. The author considered modeling the prior using the Gamma distribution and estimated the scale and shape parameters using a $\chi^2$-distance minimization; this is a parametric approach as opposed to the nonparametric approach in this paper. Based on the monotonicity of the Bayes estimator, [Mar69] used non-decreasing polynomials to approximate the Bayes oracle. [LK69] proposed an iterative method of estimating of the prior, by first using the empirical distribution of the training sample $Y^n$ and then using corresponding posterior means of the $\theta_i$'s to denoise. On a similar vein, [BM72] assumed the existence of density of the prior distribution

---

**Fig. 1.** Comparison of Robbins estimator with different minimum-distance EB estimators. Here the latent $\theta_i \sim \text{Uniform}[0,3]$ and the observation $Y_i \sim \text{Poi}(\theta_i)$, for $i = 1, \ldots, n$. We plot $\hat{\theta}(Y_i)$ against $Y_i$ for various EB estimators $\hat{\theta}$. For reference, we also plot the true value $\theta_i$ and the Bayes estimator $\hat{\theta}_G(Y_i)$. The sample sizes are $n = 50, 100, 200, 500$. 

---
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and used kernel method to approximate the prior. For a detailed exposition on other smooth EB methods, see [ML18]. However, none of these methods has theoretical guarantees in terms of the regret for nonparametric class of priors considered in the present paper.

Applying NPMLE for estimating the mixture distribution has been well-studied in the literature. [KW56] was one of the preliminary papers to prove the consistency of the NPMLE, which was subsequently extended in [HS84, Jew82, LT84, Pfa88]; for a more recent discussion, see [Che17]. In the present paper we focus on the Poisson mixture model and sharpen these results by obtaining the optimal rate of convergence for the NPMLE. In addition to the aforementioned statistical results, structural understanding of the NPMLE (existence, uniqueness, and discreteness) has been obtained in [Sim76, Jew82, Lin83a, Lin83b, Lin95] for general univariate exponential family. We extend these structural results to a class of minimum-distance estimators for Poisson mixture models following [Sim76]. Finally, we mention the recent work [MKV+21] which explored the application of NPMLE in a related scenario of heterogeneous Poisson mixtures.

Initial work on applying NPMLE for EB estimation was carried out in [Lai82] for the Binomial and the normal location models, and the analysis is primarily numerical. For theoretical results, [GvdV01, Zha09] analyzed the Hellinger risk of NPMLE-based mixture density estimates, which forms the basis of the analysis of NPMLE for EB estimation in [JZ09]. The resulting regret bounds, though state of the art, still differ from the minimax lower bounds in [PW21] by logarithmic factors for both the classes of compactly supported and subgaussian priors. This is because (a) the density estimation analysis in [Zha09] is potentially suboptimal compared to the lower bounds in [Kim14]; (b) the Fourier-analytic reduction from the Hellinger distance for mixture density to regret in [JZ09] is loose. In comparison, in this paper both the density estimation and the regret bounds are optimal with exact logarithmic factors. This can be attributed to the discrete nature of the Poisson model so that for light-tailed priors a simple truncation-based analysis suffices. Additionally, these sharp results are generalized from the NPMLE-based EB estimator to the minimum-distance estimators.

1.2. Organization

The rest of the paper is organized as follows. In Section 2 we introduce the class of minimum distance estimators and identify conditions on the distance function that guarantees the existence and uniqueness of the minimizer. The theoretical guarantees of in terms of density estimation and regret are presented in Theorem 2 and Theorem 3 therein. The proof of these theorems are presented in Section 3 and Section 4 respectively. In Section 5 we present an algorithm for computing minimum-distance estimators in the one-dimensional setting and study their numerical performance in empirical Bayes estimation with both simulated and real datasets. In Section 6 we mention our multidimensional results.

1.3. Notations

Denote by $\mathbb{Z}_+$ (resp. $\mathbb{R}_+$) the set of non-negative integers (resp. real numbers). For a Borel measurable subset $\Theta \subset \mathbb{R}$, let $\mathcal{P}(\Theta)$ be the collection of all probability measures on $\Theta$. For any $\theta \in \mathbb{R}_+$ let $\delta_\theta$ denote the Dirac measure at $\theta$. Denote by $\text{SubE}(s)$ the set of all $s$-subexponential distributions on $\mathbb{R}_+$: $\text{SubE}(s) = \{ G : G([t, \infty)) \leq 2e^{-t/s}, \forall t > 0 \}$. Let $Y_i \sim \text{Poi}(\theta_i)$ for $i = 1, \ldots, n$ and $Y \sim \text{Poi}(\theta)$, with $\theta_1, \ldots, \theta_n, \theta \sim G$. This also implies $Y_1, \ldots, Y_n, Y \sim f_G$ where $f_G$ is the mixture distribution defined in (1.2). Let $E_G$ and $P_G$ respectively denote the expectation and probability where the true mixing distribution is $G$. 
2. Problem formulation and results

2.1. Minimum-distance estimators

Denote by $\mathcal{P}(\mathbb{Z}^+)$ the collection of probability distributions (pmfs) on $\mathbb{Z}^+$. We call $\text{dist}: \mathcal{P}(\mathbb{Z}^+) \times \mathcal{P}(\mathbb{Z}^+) \to \mathbb{R}$ a generalized distance if $\text{dist}(p \parallel q) \geq 0$ for any $p, q \in \mathcal{P}(\mathbb{Z}^+)$, with equality if and only if $p = q$. Note that any metric or $f$-divergence [Csi67] qualifies as a generalized distance.

The minimum-distance methodology aims to find the closest fit in the model class to the data. While it is widely used and well-studied in parametric models [Ber77, Ber55, Pol80, Bol77, Mil84], it is also useful in nonparametric settings such as mixture models. Denote by $p_{\text{emp}}^n = \frac{1}{n} \sum_{i=1}^n \delta_{Y_i}$ (2.1) the empirical distribution of the sample $Y_1, \ldots, Y_n$. The minimum-distance estimator for the mixing distribution with respect to $\text{dist}$, over some target class of distributions $\mathcal{G}$, is $\hat{G} \in \arg\min_{Q \in \mathcal{G}} \text{dist}(p_{\text{emp}}^n \parallel f_Q)$. (2.2)

Primary examples of minimum-distance estimators considered in this paper include the following

- Maximum likelihood: $\text{dist}(p \parallel q) = \text{KL}(p \parallel q) \triangleq \sum_{y \geq 0} p(y) \log \frac{p(y)}{q(y)}$ is the KL divergence. In this case, one can verify that the minimum-KL estimator coincides with the NPMLE (1.4).
- Minimum-Hellinger estimator: $\text{dist}(p \parallel q) = H^2(p, q) \triangleq \sum_{y \geq 0} \left( \sqrt{p(y)} - \sqrt{q(y)} \right)^2$ is the squared Hellinger distance.
- Minimum-$\chi^2$ estimator: $\text{dist}(p \parallel q) = \chi^2(p \parallel q) \triangleq \sum_{y \geq 0} \frac{(p(y) - q(y))^2}{q(y)}$ is the $\chi^2$-divergence.

We note that there are other minimum-distance estimators previously studied for Gaussian mixture models such as those respect to $L_p$-distance of the CDFs, aiming at estimation of the mixing distribution [DK68, Che95, HK18, Ede88]. These are outside the scope of the theory developed in this paper.

In general, the solution to (2.2) need not be unique; nevertheless, for the Poisson mixture model, the uniqueness is guaranteed provided that the generalized distance $\text{dist}$ admits the following decomposition:

**Assumption 1** There exist maps $t : \mathcal{P}(\mathbb{Z}^+) \to \mathbb{R}$ and $\ell : \mathbb{R}^2 \to \mathbb{R}$ such that for any two distributions $q_1, q_2 \in \mathcal{P}(\mathbb{Z}^+)$

$$\text{dist}(q_1 \parallel q_2) = t(q_1) + \sum_{y \geq 0} \ell(q_1(y), q_2(y)),$$

where $b \mapsto \ell(a, b)$ is strictly decreasing and strictly convex for each $a > 0$ and $\ell(0, b) = 0$ for each $b \geq 0$.

The following theorem guarantees the existence, uniqueness, and discreteness of both unconstrained and support-constrained minimum-distance estimators. For the special case of

---

1 We adopt this conventional terminology even when $\text{dist}$ need not be a distance.
unconstrained NPMLE this result was previously shown by [Sim76] and later extended to all one-dimensional exponential family [Lin95].

**Theorem 1**  Let $\text{dist}$ satisfy Assumption 1. Let $p$ be a probability distribution on $\mathbb{Z}_+$ with support size $m$. Then for any $h > 0$, the constrained solution $\arg\min_{Q \in \mathcal{Q}([0,h])} \text{dist}(p \| f_Q)$ exist uniquely and is a discrete distribution with support size at most $m$. Furthermore, the same conclusion also applies to the unconstrained solution $\arg\min_{Q \in \mathcal{Q}([0,h])} \text{dist}(p \| f_Q)$, which in addition is supported on $[\min_{i=1,...,m} y_i, \max_{i=1,...,m} y_i]$, where $\{y_1, \ldots, y_m\}$ is the support of $p$.

To analyze the statistical performance of minimum-distance estimators, we impose the following regulatory condition on the generalized distance $\text{dist}$:

**Assumption 2**  There exist absolute constants $c_1, c_2 > 0$ such that

$$
c_1 H^2(q_1, q_2) \leq \text{dist}(q_1 \| q_2) \leq c_2 \chi^2(q_1 \| q_2)
$$

(2.3)

for pmfs $q_1, q_2$ on $\mathbb{Z}_+$.

Major examples of generalized distance satisfying Assumptions 1 and 2 include the KL divergence, squared Hellinger distance, and $\chi^2$-divergence. This follows from noting that $2H^2 \leq KL \leq \chi^2$ and each of them satisfies the decomposition Assumption 1: for squared Hellinger $t \equiv 2$, $\ell(a,b) = -2\sqrt{ab}$, for KL divergence $t \equiv 0$, $\ell(a,b) = a \log \frac{a}{b}$, for $\chi^2$-divergence $t \equiv -1$, $\ell(a,b) = a^2$. On the other hand, total variation (TV) satisfies neither Assumption 1 nor 2 so the theory in the present paper does not apply to the minimum-TV estimator.

### 2.2. Main results

In this section we state the statistical guarantee for the minimum-distance estimator $\widehat{G}$ defined in the previous section. Our main results are two-fold (both minimax optimal):

1. Density estimation, in terms of the Hellinger distance $f_{\widehat{G}}$ and the true mixture $f_G$;
2. Empirical Bayes, in terms of the regret of the Bayes estimator with the learned prior $\widehat{G}$.

As mentioned in Section 1, the regret analysis in fact relies on bounding the density estimation error. We start with the result for density estimation. Recall from Section 1.3 $\mathcal{Q}([0,h])$ and $\text{SubE}(s)$ denote the class of compactly supported and subexponential priors respectively.

**Theorem 2** (Density estimation)  Let $\text{dist}$ satisfy Assumptions 1 and 2. Given any $h, s > 0$, there exist constants $C_1 = C_1(h)$ and $C_2 = C_2(s)$ such that the following are satisfied.

1. Let $G \in \mathcal{Q}([0,h])$ and $\widehat{G} = \arg\min_{Q \in \mathcal{Q}([0,h])} \text{dist}(p^n_{\text{emp}} \| f_Q)$, then $\mathbb{E} \left[ H^2(f_G, f_{\widehat{G}}) \right] \leq \frac{C_1}{n} \log \log n$ for any $n \geq 3$.
2. Let $G \in \text{SubE}(s)$ and $\widehat{G} = \arg\min_{Q} \text{dist}(p^n_{\text{emp}} \| f_Q)$, then $\mathbb{E} \left[ H^2(f_G, f_{\widehat{G}}) \right] \leq \frac{C_2}{n} \log n$ for any $n \geq 2$.

**Remark 1**  It has been shown recently in [PW21, Theorem 21] that for any fixed $h, s$, the minimax squared Hellinger density estimation errors are at least $\Omega \left( \frac{\log n}{n \log \log n} \right)$ and $\Omega \left( \frac{\log n}{n} \right)$ for priors in the class $\mathcal{Q}([0,h])$ and $\text{SubE}(s)$, respectively. This establishes the minimax optimality of our minimum-distance density estimates.
Next we turn to the problem of estimating $\theta_1, \ldots, \theta_n$ from $Y_1, \ldots, Y_n$, under the squared error loss, using the empirical Bayes methodology. In this work we study the estimation guarantees of the g-modeling type estimators. Notably, to produce an estimator $\hat{\theta}_j$ of $\theta_j$, we use the observations $Y^{-j} = (Y_1, \ldots, Y_{j-1}, Y_{j+1}, \ldots, Y_n)$ to approximate $G$ and then plug it in the formula of the Bayes estimator $\hat{\theta}_G(Y_j)$ in (1.1). Given any class of distributions $\mathcal{G}$ and any distribution estimator strategy characterized by $\hat{G}$, define the regret of the empirical Bayes estimate $\hat{\theta}$ where $\hat{\theta} = \hat{\theta}_G(Y)$, as its worst case excess risk over the Bayes error:

$$\text{TotRegret}_n(\hat{G}; \mathcal{G}) \triangleq \sup_{G \in \mathcal{G}} \left\{ \mathbb{E}_G \left[ \|\hat{\theta}^n(Y^n) - \theta^n\|^2 - n \cdot \text{mmse}(G) \right] \right\},$$

where $\text{mmse}(G)$ denotes the minimum mean squared error of estimating $\theta \sim G$ based on a single observation $Y \sim f_\theta$, i.e., the Bayes risk

$$\text{mmse}(G) \triangleq \inf_{\hat{\theta}} \mathbb{E}_G \left[ (\hat{\theta}(Y) - \theta)^2 \right] = \mathbb{E}_G \left[ (\hat{\theta}_G(Y) - \theta)^2 \right].$$

In addition, one can define the problem of quantifying the individual regret for the estimator $\hat{G}$

$$\text{Regret}_n(\hat{G}; \mathcal{G}) \triangleq \sup_{G \in \mathcal{G}} \left\{ \mathbb{E}_G \left[ (\hat{\theta}_n(Y^n) - \theta_n)^2 - \text{mmse}(G) \right] \right\}, \quad \hat{\theta}_n(Y^n) = \hat{\theta}_{G(Y_{n-1})}(Y_n).$$

Here $Y_1, \ldots, Y_{n-1}$ can be viewed as training data which is used to learn the estimator and then we apply it on a fresh (unseen) data point $Y_n$ to predict $\theta_n$. Getting back to the loss function under consideration, it is not difficult to see that the total regret with sample size $n$ can be bounded from above using $n$ times the individual regret with training sample size $n - 1$

$$\text{TotRegret}_n(\hat{G}; \mathcal{G}) \leq n \cdot \text{Regret}_n(\hat{G}; \mathcal{G}).$$

In view of the above inequality of the total and individual regret functions, we limit ourselves to studying the individual regret only, as this will suffice to achieve the desired optimal rates.

Now we are in a position to describe the main results for empirical Bayes estimation. For an ease of notations, suppose that given a fresh sample $Y \sim \text{Poi}(\theta)$, where $\theta$ is generated from an unknown prior distribution $G$, we want to predict the value of $\theta$ in the squared error loss and training sample to construct the estimator $\hat{G}$ is given by $Y_1, \ldots, Y_n$. Given any estimator $\hat{G}$ of $G$ we define the regret of the empirical Bayes estimate $\hat{\theta}_G$ as

$$\text{Regret}(\hat{G}; G) = \mathbb{E}_G \left[ (\hat{\theta}_G(Y) - \theta)^2 \right] - \text{mmse}(G)$$

$$\quad \overset{(a)}{=} \mathbb{E}_G \left[ (\hat{\theta}_G(Y) - \hat{\theta}_G(Y))^2 \right] = \mathbb{E}_G \left[ \sum_{y \geq 0} (\hat{\theta}_G(y) - \hat{\theta}_G(y))^2 f_G(y) \right],$$

where the identity (a) followed by using the orthogonality principle: the average risk of any estimator $\hat{\theta}$ can be decomposed as

$$\mathbb{E}_G[(\hat{\theta} - \theta)^2] = \text{mmse}(G) + \mathbb{E}_G[(\hat{\theta} - \hat{\theta}_G)^2].$$
Similarly we define the maximum regret of \( \hat{G} \) over the class of model distributions \( \mathcal{G} \)

\[
\text{Regret}(\hat{G}; \mathcal{G}) = \sup_{G \in \mathcal{G}} \text{Regret}(\hat{G}; G).
\] (2.10)

Then we have the following estimation guarantees.

**Theorem 3 (Empirical Bayes)** Let \( \text{dist} \) satisfy Assumptions 1 and 2. Given any \( h, s > 0 \), there exist constants \( C_1 = C_1(h) \) and \( C_2 = C_2(s) \) such that the following are satisfied.

1. If \( \hat{G} = \arg\min_{Q \in \mathcal{P}([0,h])} \text{dist}(p^n_{\text{emp}} || f_Q) \), then for any \( n \geq 3 \),

\[
\text{Regret}(\hat{G}; \mathcal{P}([0,h])) \leq C_1 \frac{\log n}{n \log \log n^2}.
\] (2.11)

2. If \( \hat{G} = \arg\min_{Q} \text{dist}(p^n_{\text{emp}} || f_Q) \), then for any \( n \geq 2 \),

\[
\text{Regret}(\hat{G}; \text{SubE}(s)) \leq C_2 \frac{n \log n}{n}.
\] (2.12)

**Remark 2**

1. As mentioned in Section 1, for fixed \( h \) and \( s \), both (2.11) and (2.12) match the minimax lower bounds recently shown in [PW21, Theorem 1]. This establishes the regret optimality of minimum-distance EB estimators, which was only known for the \( f \)-modeling-based Robbins estimator before.

2. When \( \text{dist} \) is the KL divergence, the minimum-distance estimator \( \hat{G} = \arg\min_{Q} \text{KL}(p || q) \) is the NPMLE. This follows from the expansion

\[
\text{KL}(p^n_{\text{emp}} || f_Q) = \sum_{y \geq 0} p^n_{\text{emp}}(y) \log \frac{p^n_{\text{emp}}(y)}{f_Q(y)} = \sum_{y \geq 0} p^n_{\text{emp}}(y) \log p^n_{\text{emp}}(y) - \frac{1}{n} \sum_{i=1}^{n} \log f_Q(Y_i).
\]

3. Theorem 3 holds for approximate solutions. Consider the following approximate minimum-distance estimators \( \hat{G} \), over some target class of distributions \( \mathcal{G} \), that satisfies

\[
\text{dist}(p^n_{\text{emp}} || f_{\hat{G}}) \leq \inf_{Q \in \mathcal{G}} \text{dist}(p^n_{\text{emp}} || f_Q) + \delta.
\] (2.13)

for some \( \delta > 0 \). Then (2.11) (resp. (2.12)) continues to hold if \( \delta \lesssim \frac{\log n}{n \log \log n} \) (resp. \( \frac{\log n}{n} \)). Note that \( \hat{G} \) is the NPMLE over \( \mathcal{G} \) if \( \delta = 0 \) and \( \text{dist} \) is given by KL divergence. In case of NPMLE, (2.13) translates to an approximate likelihood maximizer \( \hat{G} \) such that

\[
\frac{1}{n} \sum_{i=1}^{n} \log f_{\hat{G}}(Y_i) \geq \arg\max_{\hat{G} \in \mathcal{G}} \frac{1}{n} \sum_{i=1}^{n} \log f_{\hat{G}}(Y_i) - \delta.
\]

This type of results is well-known in the literature, see, for example, [JZ09, Zha09] for the normal location-mixture model.
3. Proof for density estimation

The proof of Theorem 2 is based on a simple truncation idea. It is straightforward to show that the density estimation error for any minimum dist-distance estimator can be bounded from above, within a constant factor, by the expected squared Hellinger distance between the empirical distribution $p_{\text{emp}}^n$ and the data-generating distribution $f_G$, which is further bounded by the expected $\chi^2$-distance. The major contribution to $\chi^2(p_{\text{emp}}^n || f_G)$ comes from the “effective support” of $f_G$, outside of which the total probability is $o(\frac{1}{n})$. For the the prior classes $\Pr([0,h])$ and SubE$(s)$, the Poisson mixture $f_G$ is effectively supported on \{0, ..., $O(\log n \log \log n)$\} and \{0, ..., $O(\log n)$\}. Each point in the effective support contributes $\frac{1}{n}$ to $\chi^2(p_{\text{emp}}^n || f_G)$ from which our results follow.

Proof of Theorem 2

For any $K \geq 1$ and distribution $G$ denote the tail probabilities of the Poisson mixture as

$$\varepsilon_K(G) \doteq \Pr[Y \geq K] = \sum_{y=K}^{\infty} f_G(y)$$

(3.1)

Note that dist satisfies Assumption 2, namely (2.3). We first prove the following general inequality

$$\mathbb{E}[H^2(f_G, f_{\hat{G}})] \leq \frac{4c_2}{c_1} \frac{K}{n} + \left( \frac{4c_2}{c_1} + 2n \right) \varepsilon_K(G).$$

(3.2)

Using the triangle inequality, the elementary fact $(a + b)^2 \leq 2(a^2 + b^2)$, and the minimizing property of $\hat{G}$, we get

$$H^2(f_G, f_{\hat{G}}) \leq (H(p_{\text{emp}}^n, f_{\hat{G}}) + H(p_{\text{emp}}^n, f_G))^2$$

$$\leq 2[H^2(p_{\text{emp}}^n, f_{\hat{G}}) + H^2(p_{\text{emp}}^n, f_G)]$$

$$\leq \frac{2}{c_1} \left( \text{dist}(p_{\text{emp}}^n || f_G) + \text{dist}(p_{\text{emp}}^n || f_G) \right) \leq \frac{4}{c_1} \text{dist}(p_{\text{emp}}^n || f_G).$$

(3.3)

Define

$$Y_{\text{max}} \doteq \max_{i=1}^{n} Y_i.$$  

(3.4)
as before. Then, bounding $\frac{1}{c_2}d$ by $\chi^2$ we get the following chain

\[
\frac{1}{c_2} \mathbb{E} \left[ \text{dist}(p_n^{\text{emp}} \| f_G) \mathbf{1}_{\{Y_{\text{max}} < K\}} \right] \leq \mathbb{E} \left[ \chi^2(p_n^{\text{emp}} \| f_G) \mathbf{1}_{\{Y_{\text{max}} < K\}} \right] \\
= \sum_{y \geq 0} \mathbb{E} \left[ (p_n^{\text{emp}}(y) - f_G(y))^2 \mathbf{1}_{\{Y_{\text{max}} < K\}} \right] f_G(y) \\
\overset{(a)}{=} \sum_{y < K} \mathbb{E} \left[ (p_n^{\text{emp}}(y) - f_G(y))^2 \mathbf{1}_{\{Y_{\text{max}} < K\}} \right] f_G(y) + \sum_{y \geq K} f_G(y) \mathbb{P}[Y_{\text{max}} < K] \\
= \sum_{y < K} \mathbb{E} \left[ (p_n^{\text{emp}}(y) - f_G(y))^2 \mathbf{1}_{\{Y_{\text{max}} < K\}} \right] f_G(y) + \varepsilon_K(G)(1 - \varepsilon_K(G))^n \\
\leq \sum_{y < K} \mathbb{E} \left[ (p_n^{\text{emp}}(y) - f_G(y))^2 \right] f_G(y) + \varepsilon_K(G)(1 - \varepsilon_K(G))^n \\
\overset{(b)}{=} \frac{1}{n} \sum_{y < K} (1 - f_G(y)) + \varepsilon_K(G)(1 - \varepsilon_K(G))^n \leq \frac{K}{n} + \varepsilon_K(G). \quad (3.5)
\]

where (a) follows from the fact that under $\{Y_{\text{max}} < K\}$ we have $p_n^{\text{emp}}(y) = 0$ for any $y \geq K$; and (b) follows from $\mathbb{E}[p_n^{\text{emp}}(y)] = f_G(y)$ and, thus, $\mathbb{E}[(p_n^{\text{emp}}(y) - f_G(y))^2] = \text{Var}(p_n^{\text{emp}}(y)) = \frac{1}{n^2} \sum_{i=1}^n \text{Var}(\mathbf{1}_{\{Y_i = y\}}) = \frac{f_G(y)(1 - f_G(y))}{n}$.

Using the union bound and the fact $H^2 \leq 2$ we have

\[
\mathbb{E} \left[ H^2(f_G, \hat{f}_G) \mathbf{1}_{\{Y_{\text{max}} \geq K\}} \right] \leq 2 \mathbb{P}[Y_{\text{max}} \geq K] \leq 2n\varepsilon_K(G).
\]

Combining this with (3.3) and (3.5) yields

\[
\mathbb{E} \left[ H^2(f_G, \hat{f}_G) \right] \leq \mathbb{E} \left[ H^2(f_G, \hat{f}_G) \mathbf{1}_{\{Y_{\text{max}} < K\}} \right] + \mathbb{E} \left[ H^2(f_G, \hat{f}_G) \mathbf{1}_{\{Y_{\text{max}} \geq K\}} \right] \\
\leq \frac{4}{c_1} \mathbb{E} \left[ \text{dist}(p_n^{\text{emp}} \| f_G) \mathbf{1}_{\{Y_{\text{max}} < K\}} \right] + 2n\varepsilon_K(G) \leq \frac{4c_2 K}{c_1} \frac{1}{n} + \left( \frac{4c_2}{c_1} + 2n \right) \varepsilon_K(G),
\]

which completes the proof of (3.2).

To complete the proof of the theorem we need to estimate the value of $K$ such that $\varepsilon_K(G) \lesssim \frac{1}{n^2}$. This is done slightly differently for each of the two different classes of priors:

1. Let $G \in \mathcal{P}([0, h])$. Note that for $y > 0$ the function $e^{-\theta \theta^y}$ is increasing in $\theta \in [0, y]$. So for any $K > 2h$,

\[
\varepsilon_K(G) = \sum_{y=K}^{\infty} \int_{0}^{h} \frac{e^{-\theta \theta^y}}{y!} G(d\theta) \leq \sum_{y=K}^{\infty} \frac{e^{-h \theta^y}}{y!} \leq \frac{e^{-h h^K}}{K!} \sum_{y=-K}^{\infty} \left( \frac{h}{K} \right)^{y-K} \leq \frac{2e^{-h h^K}}{K!}. \quad (3.6)
\]
We choose \( K = \left[ \frac{2(2+he)\log n}{\log \log n} \right] \). Using \( K! \geq \left( \frac{K}{e} \right)^K \) from the Stirling’s formula and the fact \( \log \log \log n < \frac{\log \log n}{2} \) for all \( n \geq 3 \) we continue the last display to get

\[
\varepsilon_K(G) \leq 2 \left( \frac{he}{K} \right)^K \leq 2 \left( \frac{he}{2\log n} \right)^{2(2+he)\log n \over \log \log n} \leq 2e^{-\left( \log \log n - \log \log \log n \right) \cdot 2 + 2he} \leq 2e^{-2\log n} \leq {2 \over n^2} \quad (3.7)
\]
as required.

2. Let \( G \in \text{SubE}(s) \). Choose \( K = \frac{2\log n}{\log(1 + {\frac{1}{2}e})} \). Then (C.1) in Appendix C implies that \( \varepsilon_K(G) \leq \frac{3}{2n^2} \).

Plugging this in (3.2) completes the proof.

\( \Box \)

4. Proof of regret upper bound

4.1. General regret upper bound via density estimation

The proof of Theorem 3 relies on relating the regret in EB estimation to estimating the mixture density in the Hellinger distance. This idea has been previously noted in [JZ09, Theorem 3] for the Gaussian location models using Fourier analysis and an ingenious induction argument. Here the analysis turns out to be much simpler thanks in part to the discreteness of the Poisson model and the light tail of the prior, leading to the following deterministic result which is crucial for proving the regret optimality of minimum-distance EB estimators.

**Lemma 4** Let \( G \) be a distribution such that \( \mathbb{E}_G[\theta^4] \leq M \) for some constant \( M \). Then for any distribution \( \widehat{G} \) supported on \([0, \hat{h}]\), any \( h > 0 \) with \( G([0, h]) > \frac{1}{2} \) and any \( K \geq 1 \),

\[
\text{Regret}(\hat{G}; G) \leq \left\{ 12(h^2 + \hat{h}^2) + 48(h + \hat{h})K \right\} (H^2(f_{\hat{G}}, f_{\hat{G}}) + 2G((h, \infty))) + 2(\hat{h} + h)^2 \varepsilon_K(G) + 2(1 + 2\sqrt{2})\sqrt{(M + \hat{h}^4)G((h, \infty))}
\]

where \( \text{Regret}(\hat{G}; G) \) and \( \varepsilon_K(G) \) were defined in (3.1) and (2.8) respectively.

We provide a sketch of the proof here (see Appendix B for the full proof.) It is relatively easy to bound the regret if the corresponding Bayes estimator is also bounded, which is the case if the prior \( G \) is compactly supported. Otherwise, one can consider its restriction \( G_h \) on \([0, h]\) defined by \( G_h(\cdot) = \frac{G(\cdot \cap [0, h])}{G([0, h])} \). The truncation error can be controlled using properties of the mmse as follows:

\[
\text{Regret}(\hat{G}; G) \leq \text{Regret}(\hat{G}; G_h) + \frac{(1 + 2\sqrt{2})\sqrt{(M + \hat{h}^4)G((h, \infty))}}{G([0, h])}.
\]

Then we use the structure of the Bayes estimator (1.1) in the Poisson model to relate \( \text{Regret}(\hat{G}; G_h) \) to the squared Hellinger distance between \( f_{\hat{G}_h} \) and \( f_{\hat{G}} \)

\[
\text{Regret}(\hat{G}; G_h) \leq \left\{ 6(h^2 + \hat{h}^2) + 24(h + \hat{h})K \right\} H^2(f_{\hat{G}_h}, f_{\hat{G}}) + (h + \hat{h})^2 \varepsilon_K(G_h), \quad (4.1)
\]
for any $K \geq 0$. We then show that $\varepsilon_K(G_h)$ and $H^2(f_{G_h}, f_{\hat{G}})$ can be related to those for the original prior $G$ as

$$
\varepsilon_K(G_h) \leq 2\varepsilon_K(G), \quad H^2(f_{G_h}, f_{G_h}) \leq 2H^2(f_{G}, f_{\hat{G}}) + 4G((h, \infty)).$

Replacing these bounds in (4.1) we get the desired result.

4.2. Proof of Theorem 3

For rest of the section, let $C_1, C_2, \ldots$ denote constants depending on $h, s, d$ as required.

For Part (a), recall that $\hat{G} = \arg\min_{Q \in \mathcal{P}([0, h])} \text{dist}(p^n_{\text{emp}} \| f_Q)$ is the support-constrained NPMLE. To apply Lemma 4, set $\hat{h} = h, M = h^4$, and $K = \left[ \frac{2(2+he) \log n}{\log \log n} \right]$. For any $G \in \mathcal{P}([0, h])$ we have from the proof of Theorem 2(a)

$$
\varepsilon_K(G) \leq \frac{2}{h^2}, \quad G((h, \infty)) = 0, \quad \mathbb{E} \left[ H^2(f_{G}, f_{\hat{G}}) \right] \leq C_1 \left( \frac{1}{n} \log n \right).
$$

Then Lemma 4 yields

$$
\text{Regret}(\hat{G}; G) = \mathbb{E} \left[ \sum_{y=0}^{\infty} (\hat{\theta}_G(y) - \hat{\theta}_G(y))^2 f_G(y) \right] \leq \left\{ 12h^2 + 48hK \right\} \mathbb{E} \left[ H^2(f_{G}, f_{\hat{G}}) \right] + \frac{C_2}{n} \leq \frac{C_3}{n} \left( \frac{\log n}{\log \log n} \right)^2,
$$

as required.

For Part (b), $\hat{G} = \arg\min_{Q} \text{dist}(p^n_{\text{emp}} \| f_Q)$ is the unconstrained minimum-distance estimator. Choose

$$
h = 4s \log n, \quad K = \frac{2 \log n}{\log (1 + \frac{1}{2s})}, \quad M = 30s^4. \quad (4.2)
$$

Since $G$ is $s$-subexponential, we have (see Appendix C for details)

$$
\mathbb{E}_G[\theta^4] \leq M, \quad G((h, \infty)) \leq \frac{2}{h^4}, \quad \varepsilon_K(G) \leq \frac{3}{2n^2}. \quad (4.3)
$$

In view of Lemma 8 we get that $\hat{G}$ is supported on $[0, \hat{h})$ where $\hat{h} = Y_{\text{max}}$ as defined in (3.4). Then using Lemma 4 and $(\mathbb{E}_G[Y_{\text{max}}^4])^2 \leq \mathbb{E}_G[Y_{\text{max}}^4] \leq C_4 (\log n)^4$ (see Appendix C for a proof) we get

$$
\text{Regret}(\hat{G}; G) \leq \mathbb{E} \left[ \left\{ 6(h^2 + Y_{\text{max}}^2) + 24K(h + Y_{\text{max}}) \right\} H^2(f_{G}, f_{\hat{G}}) \right] + \frac{C_5}{n}. \quad (4.4)
$$

Next we bound the expectation in the last display. Using the fact that $H^2 \leq 2$, we get

$$
\mathbb{E} \left[ \left\{ (h^2 + Y_{\text{max}}^2) + 4K(h + Y_{\text{max}}) \right\} H^2(f_{G}, f_{\hat{G}}) \right] \leq (h^2 + 4Kh + 12K^2) \mathbb{E} \left[ H^2(f_{G}, f_{\hat{G}}) \right] + 2 \mathbb{E} \left[ \left\{ (h^2 + Y_{\text{max}}^2) + 4K(h + Y_{\text{max}}) \right\} 1_{\{Y_{\text{max}} \geq 2K\}} \right] \quad (4.5)
$$
Using Theorem 2(b) we get $E[H^2(f_{\hat{G}}, f_G)] \leq \frac{C_6 \log n}{n}$. For the second term in (4.5) we use Cauchy-Schwarz inequality and union bound to get

$$
E \left[ \{6(h^2 + Y_{\max}^2) + 24K(h + Y_{\max})\} 1_{\{Y_{\max} \geq 2K\}} \right] 
\leq \sqrt{E \left[ \{6(h^2 + Y_{\max}^2) + 24K(h + Y_{\max})\}^2 \right]} P_G [Y_{\max} \geq 2K] 
\leq \sqrt{E \left[ \{6(h^2 + Y_{\max}^2) + 24K(h + Y_{\max})\}^2 \right]} n e_{2K}(G) 
\leq \frac{6}{n} \sqrt{E[\{4(h^4 + Y_{\max}^4) + 16K^2(h^2 + Y_{\max}^2)\}]} \leq \frac{12}{n} \sqrt{h^4 + (\log n)^4 + 4K^2(h^2 + C_7(\log n)^2))}.
$$

Plugging the bounds back in (4.5) and in view of (4.4), we complete the proof.

5. Numerical experiments

In this section we analyze the performances of the empirical Bayes estimators based on the minimum-$H^2$, the minimum-$\chi^2$, and the minimum-KL divergence estimator (i.e., the NPMLE). We compare them against the Robbins estimator and also draw comparisons among their individual performances. Unlike the Robbins estimator, the minimum-distance based estimators do not admit a closed form solution. Our algorithm to compute the solution is closely related to the vertex direction method (VDM) algorithms for finding NPMLE [Lin83a, Lin95], specialized for the Poisson family and modified to work with the generalized distance that we considered. In case of the NPMLE, the convergence of the VDM method to the unique optimizer is well-known [Fed72, Wyn70], and the algorithms for finding the other minimum dist-distance estimators are expected to show similar convergence guarantees as well. Additionally, thanks to the form of the Poisson density, the first-order optimality condition takes on a polynomial form, which allow us to use existing root-finding algorithms for polynomial to update the support points of the solution. See [Sim76] for a similar VDM-type algorithm for Poisson mixtures and [KM14, KG17] for discretization-based algorithms.

5.1. First-order optimality condition and algorithm

In the numerical experiments we focus on the unconstrained minimum-distance estimator $\hat{G} = \arg \min_Q \text{dist}(p_n^{\text{emp}} || f_Q)$, which is a discrete distribution (Theorem 1). For any $\theta \in \mathbb{R}_+$ let $\delta_\theta$ denote the Dirac measure at $\theta$. Suppose that the support of $p_n^{\text{emp}}$ be $\{y_1, \ldots, y_m\}$. The optimality of $\hat{G}$ implies that for all $\theta, \epsilon \in [0, 1]$

$$
\text{dist}(p_n^{\text{emp}} || f_{\hat{G}}) \leq \text{dist}(p_n^{\text{emp}} || f_{(1-\epsilon)\hat{G} + \epsilon \delta_\theta}),
$$

leading to the first-order optimality condition $\frac{d}{d\epsilon} \text{dist}(p_n^{\text{emp}} || f_{(1-\epsilon)\hat{G} + \epsilon \delta_\theta}) \bigg|_{\epsilon=0} \geq 0$, namely

$$
D_G(\theta) \triangleq \sum_{i=1}^m \frac{d}{df} \ell(p_n^{\text{emp}}(y_i), f) \bigg|_{f=f_{\hat{G}(y_i)}} (f_\theta(y_i) - f_{\hat{G}}(y_i)) \geq 0.
$$

Averaging the left hand side over $\theta \sim \hat{G}$, we get $\int D_G(\theta) d\hat{G}(\theta) = 0$. This implies that each $\theta$ in the support of $\hat{G}$ satisfies $D_G(\theta) = 0$. Simplifying the above equation we get that the atoms of $\hat{G}$
satisfies the following polynomial equation in $\theta$

$$\sum_{i=1}^{m} w_i(\hat{G})(y_i\theta^{y_i-1} - \theta^{y_i}) = 0, \quad w_i(\hat{G}) = \frac{\frac{d}{df}(p_{\text{emp}}^i(y_i), f)}{y_i!} f = f_G(y_i).$$

Iterating the above conditions leads to following algorithm to compute the minimum-distance estimators.

**Algorithm 1** Computing the minimum dist-distance estimators

**Input:** Data points $Y_1, \ldots, Y_n$. Target distribution $G_{\theta, \mu} = \sum_j \mu_j \delta_{\theta_j}$. Divergence dist with $t - \ell$ decomposition $\text{dist}(q_1 || q_2) = t(q_1) + \sum_{y \geq 0} \ell(q_1(y), q_2(y))$. Initialization of $(\theta, \mu)$. Tolerance $\varepsilon, \eta_1, \eta_2$.

**Steps:**
1. Calculate empirical distribution $\rho_n^{\text{emp}}$. Obtain the set of distinct sample entries $\{y_1, \ldots, y_m\}$.
2. while $\text{dist}(\rho_n^{\text{emp}} || f_{G_{\theta, \mu}})$ decreases by less than $\varepsilon$ in the new update, do
3. newroots = $\{ \theta : \theta \geq 0, \sum_{i=1}^{m} w_i(G_{\theta, \mu})(y_i\theta^{y_i-1} - \theta^{y_i}) = 0 \}$.
4. Combine $\theta$ and newroots and denote the new vector as $\theta'$.
5. Merge entries of $\theta'$ that are within $\eta_1$ distance of each other.
6. Find $\text{argmin}_{\mu} \sum_{i=1}^{m} \ell(p_n^{\text{emp}}(y_i), f_{G^{\theta'}_{\theta', \mu}}(y_i))$, via gradient descent with initialization at $\bar{\mu} = \mu$.
7. Remove entries of $\theta'$ and $\mu'$ corresponding to the entries of $\mu'$ that are less than $\eta_2$ and re-normalize $\mu'$.
8. $(\theta, \mu) \leftarrow (\theta', \mu')$.
9. end while

**Output:** $(\theta, \mu)$.

We apply this algorithm for finding the minimum-distance estimators in the following examples. In all our experiments we used $\eta_1 = 0.01, \eta_2 = 0.001$. Instead of a pre-specified tolerance $\varepsilon$ we set the maximum number of iteration to be 15. We choose the initialization for $\theta$ as the uniform grid of size 1000 over the interval $[0, Y_{\text{max}}]$, with initial probability assignment $\mu$ being uniform as well.

5.2. **Real-data analysis**

5.2.1. Prediction of hockey goals

We study the data on total number of goals scored in the National Hockey League for the seasons 2017-18 and 2018-19 (the data is available at https://www.hockey-reference.com/). We consider the statistics of $n = 745$ players, for whom the data were collected for both the seasons. Let $Y_i$ be the total number of goal scored by the $i^{\text{th}}$ player in the season 2017-18. We model $Y_i$ as independently distributed $\text{Poi}(\theta_i)$, where $\theta_i$’s are independently distributed according to some prior $G$ on $\mathbb{R}_+$. Based on the observations we intend to predict the goal scored by each player in the season 2018-19. Specifically, for the $i^{\text{th}}$ player our prediction is $\hat{\theta}(Y_i)$, where $\hat{\theta}$ is an empirical Bayes estimator driven by the 2017-18 data, either through $f$-modeling (e.g. $\hat{\theta} = \hat{\theta}_{\text{Robbins}}$) or $g$-modeling (e.g. $\hat{\theta} = \hat{\theta}_G$, where $\hat{G}$ is learned by minimum-distance methods.) In Fig. 2 we plot the EB estimators based
TABLE 1  Robbins vs. minimum-distance: Prediction error comparison.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Robbins</th>
<th>minimum-$H^2$</th>
<th>NPMLE</th>
<th>minimum-$\chi^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE</td>
<td>15.59</td>
<td>6.02</td>
<td>6.04</td>
<td>6.05</td>
</tr>
<tr>
<td>MAD</td>
<td>6.64</td>
<td>4.37</td>
<td>4.38</td>
<td>4.39</td>
</tr>
</tbody>
</table>

on the Robbins method, the minimum $H^2$, the minimum-$\chi^2$ distance estimator and the NPMLE against the 2017-18 data (denoted as “Past” on the $x$-axis) and compare their estimates against the real values of goals in 2018-19 (denoted by “Future” on the $y$-axis).

The left panel shows that there exists a large number of individuals for whom the Robbins estimator produces unstable prediction that is significantly worse than all minimum-distance methods. This difference is significant for values of scored goals which have lower sample representations. Thus on the right panel we omit the Robbins estimator and provide a more detailed comparison for the three minimum-distance estimators, which shows that their behavior are mostly comparable except near the tail end of the data-points. Interestingly, all three estimators seem to do shrinkage towards several fixed values. There could be several explanations for this multi-modality. One is that different clusters correspond to different player positions (defense, winger, center). The other is that clusters correspond to the line of the player (different lines get different amount of ice time). To test this hypothesis we also redid on Fig. 3 the estimation for each position separately. Since the multi-modality is retained, we conclude that the second option is more likely to be the real explanation. We also tabulate performance of the estimators in terms of the root mean squared error (RMSE) and the Mean absolute deviation (MAD) with respect to the true goal values in 2018-19:

In addition we also compared the four goal-prediction methods based on different EB estimators across the possible playing positions: defender, center, winger. Similar as before, we

![Fig. 2. Prediction of hockey goals with empirical Bayes, comparing Robbins and minimum-distance estimators. On the right panel, the Robbins estimator is omitted.](image)

---

2 Given data points $Y_1, \ldots, Y_n$ and their predictions $\hat{Y}_1, \ldots, \hat{Y}_n$, the RMSE is defined as $\sqrt{\frac{1}{n} \sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2}$ and the MAD is defined as $\frac{1}{n} \sum_{i=1}^{n} |Y_i - \hat{Y}_i|$. 

---
used the Poisson model and tried to predict the goal scoring for the year 2019 using the goal scoring data from the year 2018 for players in each playing position separately. As expected, the minimum distance methodology provides more stable and accurate estimates that the estimates based on the Robbins method. The plots showing closeness of the predictions to the true number of goals for the different EB methods are provided below.

![Graphs showing goal predictions for different positions](image)

**Fig. 3.** Prediction of hockey goals at different playing positions.

### 5.2.2. Classification of London boroughs using crime data

In this section we demonstrate an application of the EB methodology for data cleaning. We propose to show that given a standard statistical methodology, incorporating an EB-based filter on the data before feeding it to the algorithm, can significantly improve the existing performance guarantees. For our analysis we used the London crime dataset which includes crime count over different geographic levels of London (borough, ward, LSOA) per month, according to crime type. The dataset is available publicly at [https://data.london.gov.uk/dataset/recorded_crime_summary](https://data.london.gov.uk/dataset/recorded_crime_summary). Using this data, we study the task of accurately classifying the boroughs using data for different minor crime types. We work with the subset of the data corresponding to the first six boroughs according to the alphabetical ordering. We use the crime data corresponding to the smaller geographical subdivisions called the Lower Super Output Area (LSOA) as independent representatives of the crime patterns in different boroughs. Next we explain our statistical analysis. The base level methodology we intend to improve upon is the multiple Logistic regression performed by the
Scikit machine learning library for the Python programming language. The software library can be obtained freely on Python 3.10 or higher versions. We run the Logistic Regression on the borough names using the counts for different minor crime types (those with at least 50 incidents over the corresponding month) as the independent variables. We train the model using a fixed percentage of randomly chosen entries in the data set. We measure the accuracy (on a scale from 0 to 1) of the fit using the rest of the data points as the test set. Next we implement the EB filtering on the data rows separately for the different minor crime types before performing the same modeling as follows. For each crime type, we fit a Poisson mixture model similar to our setup and then replace the data vector with the NPMLE-based empirical Bayes estimates given by \( \hat{\theta}_{\hat{G}} \), where \( \hat{G} \) is the estimated prior. Then use the a similar train-test split as before to measure the accuracy of classification for all the boroughs.

We first demonstrate the effect of the test-train split on the classification process. We consider the data corresponding to January, 2023. Varying the proportion of test set in the set \( \{ \frac{i}{5} : i = 1, \ldots, 5 \} \) we repeat the experiment 1000 time in each scenario and measure the average accuracy for the regression processes, with and without the EB filtering. As it can be seen in Fig. 4, the regression performed post the EB-filtering produces 10%-12% more accurate classification. Note that the plots include 95% confidence intervals as well.

![Classification accuracy comparison for 2023 January](image)

Fig. 4. Accuracy comparison for different proportion of test samples.

Next we check whether the improvement can be observed consistently over different time periods. For this purpose we consider the first five months in the same year, 2023, and two test
train split at 1:2 and 2:1 ratio respectively. We repeat the experiment 1000 time in each scenario and measure the average accuracy for the regression processes, with and without the EB filtering. Fig. 5 presents a comparison bar plot for the two methods. As it can be seen below, the regression performed post the EB-filtering maintains similar increased accuracy for all the five months.

**5.3. More simulation studies**

In this subsection, we test more priors in addition to the uniform prior in Fig. 1, including discrete priors and priors with unbounded support. In Section 5.2.1 we see that the three minimum-distance estimators performed similarly. However, question arises whether the best choice among the minimum-distance EB methods can be argued when some information about the prior is available. With the specific goal of differentiating the three minimum-distance estimators among themselves, we carry out simulation studies in the end of this section using different priors.

For comparing the EB methods in the discrete setup we choose the prior \( G \) to be \( 0.2\text{Poi}(1) + 0.3\text{Poi}(2) + 0.5\text{Poi}(8) \) and for the continuous unbounded setup we choose the prior \( G \) to be the Gamma distribution with scale parameter 2 and shape parameter 4, i.e. with prior density \( f(x) = \frac{1}{96} x^3 e^{-\frac{x}{2}} \). In both of the cases we simulate \( \{\theta_i\}_{i=1}^{600} \) independently from the prior distribution and correspondingly generate data \( Y_i \sim \text{Poi}(\theta_i) \). For each of the priors we calculate the Bayes estimator numerically (denoted by the black dashed line in the plots). Then from the generated datasets we compute the Robbins estimator, the NPMLE based EB estimator, the \( H^2 \)-distance based EB estimator and the \( \chi^2 \)-distance based EB estimator. All the estimators are then plotted against \( \theta \) and the data (Fig. 6). As expected, the Robbins estimator shows high deviation from the true \( \theta \) values in many instances whereas the minimum-distance based estimators are much more stable.
To differentiate the different minimum-distance based EB methods we analyze the effect of the tail properties of the prior in the simulations below. Consider the exponential distribution parameterized by scale ($\alpha$) and with density $g_{\alpha}(x) = \frac{1}{\alpha} e^{-x/\alpha}$. Note that the higher values of $\alpha$ generate distributions with heavier tails. We consider three values of $\alpha$: 0.3, 1.05 and 2. For each $\alpha$ we estimate the training regret for sample sizes $n$ in the range $[50, 300]$. Given sample $Y_1, \ldots, Y_n$ from the mixture distribution with prior $G$ we define the training regret for any estimator $b_{\theta}G(y)$ as $E_{\theta, G}[\frac{1}{n} \sum_{i=1}^{n} (b_{\theta}G(Y_i) - b_{\theta}G(Y_i))^2]$. We compute the Bayes estimator $b_{\theta}G(y)$ numerically for each $y$.

For every pair $(\alpha, n)$ we replicate the following experiment independently 10,000 times for each minimum-distance method:

- Generate $\{\theta_i\}_{i=1}^{n}$ and $Y_i \sim \text{Poi}(\theta_i)$,
- Calculate $\hat{G}$ using minimum-distance method,
- Calculate prediction error $E(Y^n) = \frac{1}{n} \sum_{i=1}^{n} (\hat{\theta}_G(Y_i) - \hat{\theta}_G(Y_i))^2$.

Then we take the average of $E(Y^n)$ values from all the 10,000 replications to estimate the training error. For each $\alpha$ and each minimum distance method, at every $n$ we also estimate the 95% confidence interval as $[E(Y^n) \pm 0.0196 \times \text{sd}(E(Y^n))]$ where $E(Y^n)$ and $\text{sd}(E(Y^n))$ define respectively the sample mean and the sample standard deviation of the $E(Y^n)$ values over the 10,000 independent runs. Below we plot the training regrets and their 95% confidence bands against the training sample sizes (Fig. 7).
We observe that that minimum-$H^2$ based estimator outperforms the other estimators when the scale of the exponential distribution is small. As the tails of the prior distributions become heavier, the performance of the minimum-$H^2$ based estimator gets worse and the NPMLE based estimator comes out as a better choice.

6. Results in multiple dimensions

The minimum distance estimator (2.2) can be easily extended to the $d$-dimension Poisson model. For clarity, we use the bold fonts to denote a vector, e.g., $\mathbf{\theta} = (\theta_1, \ldots, \theta_d)$, $\mathbf{\theta}_i = (\theta_{i1}, \ldots, \theta_{id})$, $\mathbf{Y} = (Y_1, \ldots, Y_d)$, $\mathbf{Y}_i = (Y_{i1}, \ldots, Y_{id})$, $\mathbf{y} = (y_1, \ldots, y_d)$, etc. Let $G$ be a prior distribution on $\mathbb{R}_+^d$. Consider the following data-generating process

$$\mathbf{\theta}_i \overset{i.i.d.}{\sim} G \quad Y_{ij} \overset{\text{ind.}}{\sim} \text{Poi}(\theta_{ij}). \quad (6.1)$$

Note that the marginal distribution of the multidimensional Poisson mixture is given by

$$f_G(\mathbf{y}) = \int_{\mathbf{\theta}} \prod_{i=1}^d e^{-\theta_i} \frac{\theta_i^{Y_i}}{Y_i!} dG(\mathbf{\theta}), \quad \mathbf{y} \in \mathbb{Z}_+^d.$$
To construct the multidimensional minimum distance estimator we use the same minimization as in (2.2), the only difference being that now the prior class used for the minimization resides in \( \mathbb{R}^d_+ \). Next we construct the empirical Bayes estimator. Denote by \( \hat{\theta}_G \) the Bayes estimator, whose \( i \)-th coordinate \( \hat{\theta}_{G,i} \) is given by

\[
\hat{\theta}_{G,i}(y) = \mathbb{E}_G[\theta_i|y] = \frac{\int_\mathbb{R} \theta_j \prod_{j=1}^d e^{-\theta_j \frac{y_j}{s_j}} dG(\theta)}{f_G(y)} = (y_j + 1) \frac{f_G(y + e_j)}{f_G(y)}, \quad j = 1, \ldots, d,
\]

where \( e_i \) denote the \( i \)-th coordinate vector. Suppose that \( \hat{G} \) gives us an estimate of the prior distribution \( G \) and consider the corresponding empirical Bayes estimator

\[
\hat{\theta}_{\hat{G}} = (\hat{\theta}_{\hat{G},1}, \ldots, \hat{\theta}_{\hat{G},d}).
\]

Similar to (2.8), let us define the regret of any plug-in estimator given estimator \( \hat{G} \) as

\[
\text{Regret}(\hat{G}, G) = \mathbb{E}_G \left[ \| \hat{\theta}_{\hat{G}}(Y) - \hat{\theta}_{G}(Y) \|_2^2 \right] = \mathbb{E}_G \left[ \sum_{y \in \mathbb{Z}_+^d} \| \hat{\theta}_{\hat{G}}(y) - \hat{\theta}_{G}(y) \|_2 f_G(y) \right], \quad (6.2)
\]

where \( Y \sim f_G \) is a test point independent from the training sample \( Y_1, \ldots, Y_n \). We will prove regret bounds for the minimum distance estimator of the form (2.2) where the

**Assumption 3** (Loss function in multi-dimension) There exist maps \( t : \mathcal{P}(\mathbb{Z}_+^d) \to \mathbb{R} \) and \( \ell : \mathbb{R}^2 \to \mathbb{R} \) such that for any two distributions \( q_1, q_2 \in \mathcal{P}(\mathbb{Z}_+^d) \)

\[
\text{dist}(q_1, q_2) = t(q_1) + \sum_{y \in \mathbb{Z}_+^d} \ell(q_1(y), q_2(y)),
\]

where \( b \mapsto \ell(a, b) \) is strictly decreasing and strictly convex for each \( a > 0 \) and \( \ell(0, b) = 0 \) for each \( b \geq 0 \).

The above assumption is identical to Assumption 1 except for the fact that now the summation is defined over the set of all \( d \)-tuple of non-negative integers. Nonetheless, this is just a matter of notations and loss functions such as the Kullback-Leibler divergence, squared Hellinger distance, Chi-squared divergence still satisfy the above assumption.

**Theorem 5** Suppose that \( \hat{G} \) is a minimum distance estimator satisfying (2.2), with the distance functional \( \text{dist} \) obeying Assumption 2 and Assumption 3. Then the corresponding minimum distance EB estimator attains the following regret bounds:

1. If \( G \) is supported on \([0, h]^d \), then \( \mathbb{E} \left[ H^2(f_{\hat{G}}, f_G) \right] \leq O(\frac{1}{n} \max \{c_1, c_2 h \} d (\frac{\log(n)}{\log \log(n)})^d) \);
2. If all marginals of \( G \) belong to the \( \text{SubE}(s) \) class of distributions for some \( s > 0 \), then \( \mathbb{E} \left[ H^2(f_{\hat{G}}, f_G) \right] \leq O(\frac{1}{n} (\max \{c_3, c_4 s \} \log(n))^d) \),

where \( c_1, c_2, c_3, c_4 > 0 \) are absolute constants.
Theorem 6  Suppose that \( \hat{G} \) is a minimum distance estimator satisfying (2.2), with the distance functional \( \text{dist} \) obeying Assumption 2 and Assumption 3. Then the corresponding minimum distance EB estimator attains the following regret bounds whenever \( n \geq d \):

1. If \( G \) is supported on \([0, h]^d\) and \( \hat{G} \) is chosen to be the solution over \([0, h]^d\), then \( \text{Regret}(\hat{G}; G) \leq O(\frac{d}{n} \max\{c_1, c_2 h\}^{d+2} (\frac{\log(n)}{\log \log(n)})^{d+1}) \);

2. If all marginals of \( G \) belong to the \( \text{SubE}(s) \) class of distributions for some \( s > 0 \), then \( \text{Regret}(\hat{G}; G) \leq O(\frac{d}{n} (\max\{c_3, c_4 s\} \log(n))^{d+2}) \),

where \( c_1, c_2, c_3, c_4 > 0 \) are absolute constants.

The proof of the above results are identical as in the one dimensional case, and they are provided in Appendix D below. We conjecture these regret bounds in Theorem 6 are nearly optimal and factors like \( (\log n)^d \) are necessary. Indeed, for the Gaussian model in \( d \) dimensions, the minimax squared Hellinger risk for density estimation is shown to be at least \( O((\log n)^d / n) \) for subgaussian mixing distributions and the minimax regret is typically even larger. A rigorous proof of matching lower bound for Theorem 6 will likely involve extending the regret lower bound based on Bessel kernels in [PW21] to multiple dimensions; this is left for future work.
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A. Proof of Theorem 1

We first prove the result for the constrained solution \( \arg\min_{Q \in \mathcal{P}([0,h])} \text{dist}(p|f_Q). \) As mentioned towards the end of the proof, this also implies the desired result for the unconstrained solution. Suppose that \( p \) is supported on \( \{y_1, \ldots, y_m\} \subset \mathbb{Z}_+. \) Define

\[
S \triangleq \{(f_Q(y_1), \ldots, f_Q(y_m)) : Q \in \mathcal{P}([0,h])\},
\]

where \( f_Q(y) = \mathbb{E}_{\theta \sim Q} [f_\theta(y)] \) is the probability mass function of the Poisson mixture (1.2), and \( f_\theta(y) = e^{-\theta y}/y! \). We claim that \( S \) is convex and compact.\(^3\) The convexity follows from definition. For compactness, note that \( S \) is bounded since \( \sup_{\theta \geq 0} f_\theta(y) = e^{-y y^y}/y! \), so it suffices to check \( S \) is closed. Let \( (f'_1, \ldots, f'_m) \in \mathbb{R}^m_+ \) be the limiting point of \( (f_{Q_k}(y_1), \ldots, f_{Q_k}(y_m)) \) for some sequence \( \{Q_k\} \) in \( \mathcal{P}([0,h]). \) By Prokhorov’s theorem, there is a subsequence \( \{Q_{k_j}\} \) that converges weakly to some \( Q' \in \mathcal{P}([0,h]). \) Since \( \theta \mapsto f_\theta(y) \) is continuous and bounded, we have \( f'_j = f_{Q'}(y_j) \) for all \( j. \) In other words, \( S \) is closed.

Next, define \( \nu : S \to \mathbb{R} \) by \( \nu(f_1, \ldots, f_m) = \sum_{i=1}^m \ell(p(y_i), f_i). \) By Assumption 1, the value of the min-distance optimization can be written as

\[
\min_{Q \in \mathcal{P}([0,h])} \text{dist}(p|f_Q) = t(p) + \min_{(f_1, \ldots, f_m) \in S} \nu(f_1, \ldots, f_m).
\]

Furthermore, by assumption \( \ell(0,b) \equiv 0 \) and \( b \mapsto \ell(a,b) \) is strictly convex for \( a > 0 \). Thus \( \nu \) is strictly convex. Therefore, there exists a unique point \( (f_1^*, \ldots, f_m^*) \in S \) that achieves the minimum on the right side of (A.2). Thus, the left side has a minimizer \( \widehat{G} \in \mathcal{P}([0,h]) \) that satisfies

\[
f_{\widehat{G}}(y_j) = f_j^*, \quad j = 1, \ldots, m
\]

It remains to show that the above representation is unique at the special point \( (f_1^*, \ldots, f_m^*) \); this argument relies on the specific form of the Poisson density. Let \( \widehat{G} \) be one such minimizer. By the first-order optimality condition (see (5.2) in Section 5.1),

\[
D_{\widehat{G}}(\theta) = \sum_{i=1}^m a_i (f_\theta(y_i) - f_i^*) \geq 0, \quad \forall 0 \leq \theta \leq h;
\]

\[
D_{\widehat{G}}(\theta) = 0, \quad \text{for } \widehat{G}-\text{almost every } \theta,
\]

where \( a_i \triangleq \frac{\partial}{\partial \theta} \ell(p(y_i), f)|_{f=f_i^*} < 0, \) since \( \ell \) is strictly decreasing in the second coordinate and \( f_i^* > 0. \) Define

\[
b_i = \frac{a_i}{\sum_{i=1}^m a_i f_i^*} > 0.
\]

\(^3\) In this case, \( S \) is in fact the closed convex hull of the set \( \{(f_\theta(y_1), \ldots, f_\theta(y_m)) : \theta \in [0,h]\}. \)
As $\ell$ is strictly decreasing in second coordinate, $\frac{d}{df}\ell(p(y)_i, f) < 0$ for all $f \in \mathbb{R}^+, i = 1, \ldots, m$. Using this, we rearrange (A.4) to get
\[
\sum_{i=1}^{m} \frac{b_i}{y_i!} \theta^{y_i} \leq e^\theta, \forall \theta \in [0, h],
\]
\[
\sum_{i=1}^{m} \frac{b_i}{y_i!} \theta^{y_i} = e^\theta \text{ for each } \theta \text{ in the support of } \hat{G}.
\] (A.5)

Then the following lemma shows that the support of $\hat{G}$ has at most $m$ points.

**Lemma 7** Suppose that $\sum_{i=1}^{m} \beta_i \theta^{y_i} \leq e^\theta$ for all $\theta \in [0, h]$ where $\beta_i \in \mathbb{R}$ and $h > 0$. Then the number of solutions to $\sum_{i=1}^{m} \beta_i \theta^{y_i} = e^\theta$ in $\theta \in [0, h]$ is at most $m$.

**Proof** The proof is a modification of [Sim76, Lemma 3.1(2)], which deals with the specific case $h = \infty$. Recall the following version of Descartes’ rule of signs [PS98, Part V, Problem 38 and 40]: Consider an entire function (i.e., a power series whose radius of convergence is infinity) $\phi(x) = a_0 + a_1 x + a_2 x^2 + \ldots$ with real coefficients. Let $r$ be the number of strictly positive zeros of $\phi$ counted with their multiplicities and let $s$ be the number of sign changes of $\phi$ in the sequence $a_0, a_1, \ldots$. Then $r \leq s$. We apply this fact to the function
\[
\phi(\theta) = \sum_{i=1}^{m} \beta_i \theta^{y_i} - e^\theta = \sum_{j=0}^{\infty} a_j \theta^j,
\]
where
\[
a_j = \begin{cases} 
  \beta_i - \frac{1}{y_i!} & j = y_i, i = 1, \ldots, m \\
  -\frac{1}{y_i!} & < 0 \text{ else}
\end{cases}
\]

**Case 1:** Suppose that 0 is a root of $\phi(\cdot)$. Then $a_0 = 0$. As there are at most $m - 1$ positive coefficients in $a_0, a_1, \ldots$, there can be at most $2(m - 1)$ sign changes, which implies at most $2(m - 1)$ positive roots of $s$ counting multiplicities. Note that, as $\phi(\theta)1_{\{\theta \in (0, h]\}} \leq 0$ and $s$ is an entire function, each root of $s$ inside $(0, h)$ has multiplicity at least 2. Suppose that $m_h$ is the multiplicity of $h$ as a root of $\phi(\cdot)$, which we define to be 0 when $h$ is not a root. This means that the total number of distinct roots in $(0, h)$ is at most the largest integer before $(2(m - 1) - m_h)/2$. If $h$ is not a root then the number distinct roots in $(0, h)$ is at most $m - 1$. If $h$ is a root, then its multiplicity is at least 1, and hence, the number of distinct roots in $(0, h)$ is at most $m - 2$. Hence, there are at most $m$ many distinct roots in $[0, h]$.

**Case 2:** Suppose that 0 is not a root of $\phi(\cdot)$. As there are at most $m$ positive coefficients in $a_0, a_1, \ldots$, there can be at most $2m$ sign changes, which implies at most $2m$ positive roots counting multiplicities. By a similar argument as in the previous case, the total number of distinct roots in $(0, h)$ is at most than the largest integer before $(2m - m_h)/2$. If $h$ is not a root then the number

---

4 The number of sign changes is the number of pairs $0 \leq i < j$ such that $a_i a_j < 0$ and either $j = i + 1$ or $a_k = 0$ for all $i < k < j$. 
distinct roots in $(0, h)$ is at most $m$. If $h$ is a root, then the number of distinct roots in $(0, h)$ is at most $m - 1$. Hence, in total at most $m$ distinct roots in $[0, h]$. □

Suppose that there are $r(\leq m)$ different $\theta_i$’s (denote them by $\theta_1, \ldots, \theta_r$) for which (A.5) holds. This implies given any optimizer $\hat{G}$ its atoms form a subset of $\{\theta_1, \ldots, \theta_r\}$. Let $w_j$ be the weight $\hat{G}$ puts on $\theta_j$. Then in view of (A.3) we get that

$$\sum_{j=1}^{r} w_j e^{-\theta_j} \theta_j^i = f_i^y y_i!, \quad i = 1, \ldots, r.$$ 

The matrix $\{\theta_j^i : j = 1, \ldots, r, i = 1, \ldots, m\}$ has full column rank, and hence the vector $(w_1, \ldots, w_r)$ can be solve uniquely. This implies uniqueness of the optimizer $\hat{G}$ as well. This finishes the proof for the constrained solution.

Next we argue for the unconstrained minimizer $\arg\min_Q \dist(p\|f_Q)$. In view of Lemma 8 below, we get that the unconstrained minimum-distance estimator is supported on $\max_i = \max_i\{y_i\}$ with $h = \max_{i=1,...,m} y_i$. Then from the above proof for $\arg\min_Q \in \mathcal{P}([0, h]) \dist(p\|f_Q)$ the existence and uniqueness of the unconstrained estimator follow.

**Lemma 8** Let dist satisfy Assumption 1 and let $p$ be a probability distribution on $\mathbb{Z}_+$ with support $\{y_1, \ldots, y_m\}$. Then the minimizer $\arg\min_Q \dist(p\|f_Q)$ is supported on the interval $[y_{\min}, y_{\max}]$, where $y_{\min} = \min_{i=1,...,m} y_i, y_{\max} = \max_{i=1,...,m} y_i$.

**Proof** Let $Q$ be a distribution with $Q([0, y_{\min}]) + Q((y_{\max}, \infty)) > 0$. Define another distribution $\tilde{Q}$ by

$$\tilde{Q}(\cdot) = Q([0, y_{\min}]) \delta_{y_{\min}}(\cdot) + Q(\cdot \cap [y_{\min}, y_{\max}]) + Q((y_{\max}, \infty)) \delta_{y_{\max}}(\cdot).$$

In other words, $\tilde{Q}$ moves the masses of $Q$ on the intervals $[0, y_{\min}]$ (resp. $(y_{\max}, \infty)$) to the point $y_{\min}$ (resp. $y_{\max}$). As $f_\theta(y)$ is strictly increasing in $\theta \in [0, y)$ and strictly decreasing in $\theta \in (y, \infty)$ we get for each $i = 1, \ldots, n$

$$f_Q(y_i) = \int f_\theta(y_i) dQ(\theta)$$

$$= \int_{0 \leq \theta < y_{\min}} f_\theta(y_i) dQ(\theta) + \int_{y_{\min} \leq \theta \leq y_{\max}} f_\theta(y_i) dQ(\theta) + \int_{y_{\max} > \theta} f_\theta(y_i) dQ(\theta)$$

$$< Q([0, y_{\min}]) f_{y_{\min}}(y_i) + \int_{y_{\min} \leq \theta \leq y_{\max}} f_\theta(y_i) dQ(\theta) + Q((y_{\max}, \infty)) f_{y_{\max}}(y_i)$$

$$= \int f_\theta(y_i) d\tilde{Q}(\theta) = f_{\tilde{Q}}(y_i).$$
Hence, by Assumption 1, we get

\[
\text{dist}(p\|f_Q) = t(p) + \sum_{y:p(y)>0} \ell(p(y), f_Q(y)) \quad \overset{(a)}{=} t(p) + \sum_{y:p(y)>0} \ell(p(y), f_Q(y)) > t(p) + \sum_{y:p(y)>0} \ell(p(y), f_Q(y)) = \text{dist}(p\|f_{\tilde{Q}}),
\]

where (a) follows from \(\ell(0, \cdot) = 0\); (b) follows as the function \(b \mapsto \ell(a, b)\) is strictly decreasing. In other words, given any \(Q\) with \(Q([0, y_{\text{min}}]) + Q((y_{\text{max}}, \infty)) > 0\) we can produce \(\tilde{Q}\) supported on \([y_{\text{min}}, y_{\text{max}}]\) such that \(\text{dist}(p\|f_{\tilde{Q}}) < \text{dist}(p\|f_Q)\). Hence, the claim follows. \(\square\)

B. Proof of Lemma 4

Let \(\theta \sim G, Y|\theta \sim f_\theta\). Then for any \(\hat{G}\) independent of \(Y\), we can write \(\text{Regret}(\hat{G}; G) = \sum_{y=0}^{\infty} (\hat{\theta}_G^2 - \hat{\theta}_G^2 f_G(y) y) = \mathbb{E}_G \left[ (\hat{\theta}_G^2 - \hat{\theta}_G^2)^2 \right] \); cf. (2.8). Fix \(h > 0\) and note the following

- \(\text{mmse}(G_h) \leq \text{mmse}(G_{([0,h])})\) \[WV10, \text{Lemma 2}\],
- \(\text{mmse}(G) \leq \sqrt{\mathbb{E}_G[\theta^4]} \leq \sqrt{M}\), and
- For any fixed distribution \(\hat{G}\)

\[
\mathbb{E}_G \left[ (\hat{\theta}_G(Y) - \theta)^2 \right] \leq \mathbb{E}_G \left[ (\hat{\theta}_G(Y) - \theta)^2 \mathbb{I}_{\{\theta \leq h\}} \right] + \mathbb{E}_G \left[ (\hat{\theta}_G(Y) - \theta)^2 \mathbb{I}_{\{\theta > h\}} \right] \quad \overset{(a)}{\leq} \mathbb{E}_G \left[ (\hat{\theta}_G(Y) - \theta)^2 \mathbb{I}_{\{\theta \leq h\}} \right] + \sqrt{\mathbb{E}_G \left[ (\hat{\theta}_G(Y) - \theta)^4 \right]} \mathbb{E}_G \left[ \mathbb{I}_{\{\theta > h\}} \right] \quad \overset{(b)}{\leq} \mathbb{E}_{G_h} \left[ (\hat{\theta}_G(Y) - \theta)^2 \right] + \sqrt{8(h^4 + \mathbb{E}_G[\theta^4])G((h, \infty))} \]

where step (a) followed by Cauchy-Schwarz inequality and step (b) followed as \((x+y)^4 \leq 8(x^4 + y^4)\) for any \(x, y \in \mathbb{R}\).
Using these we get

\[
\text{Regret}(\hat{G}; G) = \mathbb{E}_G \left[ (\hat{\theta}_G(Y) - \theta)^2 \right] - \text{mmse}(G)
\]

\[
\leq \mathbb{E}_{G_h} \left[ (\hat{\theta}_G(Y) - \theta)^2 \right] - \text{mmse}(G_h) + \text{mmse}(G) - \text{mmse}(G) + \sqrt{8(\hat{h}^4 + M)G((h, \infty))}
\]

\[
\leq \mathbb{E}_{G_h} \left[ (\hat{\theta}_G(Y) - \hat{\theta}_G(Y))^2 \right] + \left( \frac{1}{G([0, h])} - 1 \right) \text{mmse}(G) + \sqrt{8(\hat{h}^4 + M)G((h, \infty))}
\]

\[
\leq \mathbb{E}_{G_h} \left[ (\hat{\theta}_G(Y) - \hat{\theta}_G(Y))^2 \right] + \frac{G(h, \infty)}{G([0, h])} \sqrt{M + \sqrt{8(\hat{h}^4 + M)G((h, \infty))}}
\]

\[
\leq \mathbb{E}_{G_h} \left[ (\hat{\theta}_G(Y) - \hat{\theta}_G(Y))^2 \right] + \frac{(1 + 2\sqrt{2})\sqrt{\hat{h}^4 + M)G((h, \infty))}}{G([0, h])}. \quad (B.1)
\]

Next we bound the first term. Fix $K \geq 1$. Using $\hat{\theta}_{G_h}(y) \leq h, \hat{\theta}_G(y) \leq \hat{h}$ we have

\[
\mathbb{E}_{G_h} \left[ (\hat{\theta}_G(Y) - \hat{\theta}_G(Y))^2 \right] I_{Y \leq K-1}
\]

\[
= \sum_{y=0}^{K-1} (y+1)^2 f_{G_h}(y) \left( \frac{f_{\hat{G}}(y+1)}{f_{\hat{G}}(y)} - \frac{f_{G_h}(y+1)}{f_{G_h}(y)} \right)^2
\]

\[
\leq \sum_{y=0}^{K-1} (y+1)^2 f_{G_h}(y) \left\{ 3 \left( \frac{f_{\hat{G}}(y+1)}{f_{\hat{G}}(y)} - \frac{2f_{\hat{G}}(y+1)}{f_{G_h}(y) + f_{\hat{G}}(y)} \right)^2 + 3 \left( \frac{f_{G_h}(y+1)}{f_{G_h}(y) + f_{\hat{G}}(y)} \right)^2 \right\}
\]

\[
+ 3 \left( \frac{2f_{G_h}(y+1) - 2f_{\hat{G}}(y+1)}{f_{G_h}(y) + f_{\hat{G}}(y)} \right)^2
\]

\[
\leq 3 \sum_{y=0}^{K-1} \left\{ \left( \frac{(y+1)f_{G_h}(y+1)}{f_{\hat{G}}(y)} \right)^2 \frac{(f_{G_h}(y) - f_{\hat{G}}(y))^2}{f_{G_h}(y) + f_{\hat{G}}(y)} + \left( \frac{(y+1)f_{G_h}(y+1)}{f_{G_h}(y) + f_{\hat{G}}(y)} \right)^2 \frac{(f_{G_h}(y) - f_{G_h}(y))^2}{f_{G_h}(y) + f_{\hat{G}}(y)} + 4(y+1)^2 \frac{(f_{G_h}(y+1) - f_{\hat{G}}(y+1))^2}{f_{G_h}(y) + f_{\hat{G}}(y)} \right\}
\]

\[
= 3\{\hat{\theta}_{G_h}(y)\}^2 + \{\hat{\theta}_G(y)\}^2 \sum_{y=0}^{K-1} \frac{(f_{G_h}(y) - f_{\hat{G}}(y))^2}{f_{G_h}(y) + f_{\hat{G}}(y)} + 12 \sum_{y=0}^{K-1} (y+1)^2 \frac{(f_{G_h}(y+1) - f_{\hat{G}}(y+1))^2}{f_{G_h}(y) + f_{\hat{G}}(y)}
\]

\[
\leq 3(h^2 + \hat{h}^2) \sum_{y=0}^{K-1} \frac{(f_{G_h}(y) - f_{\hat{G}}(y))^2}{f_{G_h}(y) + f_{\hat{G}}(y)} + 12 \sum_{y=0}^{K-1} (y+1)^2 \frac{(f_{G_h}(y+1) - f_{\hat{G}}(y+1))^2}{f_{G_h}(y) + f_{\hat{G}}(y)}
\]
where (a) followed from \((x + y + z)^2 \leq 3(x^2 + y^2 + z^2)\) for any \(x, y, z \in \mathbb{R}\). Using \((\sqrt{f_{G_h}(x)} + \sqrt{f_{\hat{G}}(x)})^2 \leq 2(f_{G_h}(x) + f_{\hat{G}}(x))\) for \(x = y, y + 1\) we continue the last display to get

\[
\mathbb{E}_{G_h} \left[ (\tilde{\theta}_G(Y) - \hat{\theta}_{G_h}(Y))^2 \mathbf{1}_{\{Y \leq K - 1\}} \right]
\leq 6(h^2 + \hat{h}^2) \sum_{y=0}^{K-1} (\sqrt{f_{G_h}(y)} - \sqrt{f_{\hat{G}}(y)})^2 + 24K \max_{y=0}^{K-1} \frac{(y+1) f_{G_h}(y+1) + (y+1) f_{\hat{G}}(y+1)}{f_{G_h}(y) + f_{\hat{G}}(y)} \sum_{y=0}^{K-1} (\sqrt{f_{G_h}(y+1)} - \sqrt{f_{\hat{G}}(y+1)})^2
\leq \left( 6(h^2 + \hat{h}^2) + 24(h + \hat{h})K \right) H^2(f_{\hat{G}}, f_{G_h}).
\]

Again using \(\hat{\theta}_{G_h}(y) \leq h, \hat{\theta}_G(y) \leq \hat{h}\) we bound \(\mathbb{E}_{G_h} \left[ (\tilde{\theta}_G(Y) - \hat{\theta}_{G_h}(Y))^2 \mathbf{1}_{\{Y \geq K\}} \right]\) by \((h + \hat{h})^2 \epsilon_K(G_h)\). Combining this with the last display we get

\[
\mathbb{E}_{G_h} \left[ (\tilde{\theta}_G(Y) - \hat{\theta}_{G_h}(Y))^2 \right] \leq \left\{ 6(h^2 + \hat{h}^2) + 24(h + \hat{h})K \right\} H^2(f_{\hat{G}}, f_{G_h}) + (h + \hat{h})^2 \epsilon_K(G_h).
\]

In view of above continuing (B.1) we have

\[
\text{Regret}(\hat{G}; G) \leq \left\{ 6(h^2 + \hat{h}^2) + 24(h + \hat{h})K \right\} H^2(f_{\hat{G}}, f_{G_h}) + (h + \hat{h})^2 \epsilon_K(G_h) + \frac{(1 + 2\sqrt{2}) \sqrt{(M + \hat{h}^4) G((h, \infty))}}{G([0, h])}.
\]

Using triangle inequality and \((x + y)^2 \leq 2(x^2 + y^2)\) we get

\[
H^2(f_{\hat{G}}, f_{G_h}) \leq 2 \left\{ H^2(f_{\hat{G}}, f_G) + H^2(f_{G_h}, f_G) \right\}.
\]

Note that

\[
H^2(f_{G_h}, f_G) \leq 2TV(f_{G_h}, f_G) \leq 2TV(G_h, G) = 2G((h, \infty)).
\]

where TV denotes the total variation and the middle inequality applies the data-processing inequality [Csi67].

Then, combining (B.2), (B.3) and (3.7) we get

\[
\text{Regret}(\hat{G}; G) \leq \left\{ 12(h^2 + \hat{h}^2) + 48(h + \hat{h})K \right\} (H^2(f_{\hat{G}}, f_G) + 2G((h, \infty))) + (h + \hat{h})^2 \epsilon_K(G_h) G([0, h]) + \frac{(1 + 2\sqrt{2}) \sqrt{(M + \hat{h}^4) G((h, \infty))}}{G([0, h])}
\]

This finishes the proof.
C. Auxiliary results

Given any $s > 0$ and $G \in \text{SubE}(s)$, the following are satisfied.

1. If $\theta \sim G$, then $\mathbb{E}[\theta^4] \leq 30s^4$.
2. If $\{Y_i\}_{i=1}^n \overset{\text{i.i.d.}}{\sim} f_G$, then
   \[
   \mathbb{P}[Y_1 \geq K] \leq \frac{3}{2} e^{-K \log(1 + \frac{1}{y})}, \quad \mathbb{E}[Y_1^4] \leq \frac{64(\log n)^4 + 45}{(\log (1 + \frac{1}{y}))^4}.
   \]  

To prove (i) we note that $z^3 \leq 15e^{\frac{z}{2}}, z \in \mathbb{R}$. Then we have
\[
\mathbb{E}[\theta^4] = 4 \int y^3 \mathbb{P}[\theta > y] dy \leq 2 \int y^3 e^{-\frac{y}{2}} dy \leq 30s^4 \int e^{-\frac{z}{2}} dz \leq 30s^4.
\]

The proof of the property (ii) is as follows. Using $\mathbb{E}_{Z \sim \text{Poi}(\theta)}[e^{Zt}] = e^{\theta(e^{-t} - 1)}, t > 0$ and denoting $c(s) = \log \frac{1 + 2s}{2s}$, we have
\[
\mathbb{E}\left[e^{Y_1c(s)}\right] = \mathbb{E}_{\theta \sim G} \left[\mathbb{E}_{Y_1 \sim \text{Poi}(\theta)} \left[e^{Y_1c(s)} \bigg| \theta\right]\right] = \mathbb{E}_G \left[e^{\theta c(s)}\right] = \int e^{\theta / 2s} G(d\theta)
\]
\[
= \int \int \frac{e^{x/2s}}{2s} dxG(d\theta) = \int \frac{e^{x/2s}}{2s} G([x, \infty)) dx \overset{(a)}{\leq} \int_{x < 0} \frac{e^{x/2s}}{2s} dx + \int_{x > 0} \frac{e^{-x/2s}}{s} dx \leq \frac{3}{2}
\]
where (a) followed by using tail bound for $\text{SubE}(s)$ distribution $G$. In view of Markov inequality
\[
\mathbb{P}[Y_1 \geq K] \leq \mathbb{E}\left[e^{Y_1c(s)}\right] e^{-c(s)K} \leq \frac{3}{2} e^{-K \log(1 + \frac{1}{y})}.
\]  

For the expectation term we have for any $L > 0$
\[
\mathbb{E}\left[(Y_{\max})^4\right] = 4 \int y^3 \mathbb{P}[Y_{\max} > y]
\]
\[
\leq 4L^4 + n \int_{y > L} y^3 \mathbb{P}[Y_1 > y] dy
\]
\[
\leq 4L^4 + \frac{3n}{2} \int_{y > L} y^3 e^{-y \log(1 + \frac{1}{y})} dy
\]
\[
\leq 4L^4 + \frac{3n}{2} \left\{ \log \left(1 + \frac{1}{2y}\right) \right\}^4 \int_{z > L \log(1 + \frac{1}{y})} z^3 e^{-z} dz
\]
\[
\leq 4L^4 + \frac{45n}{2} \left\{ \log \left(1 + \frac{1}{2y}\right) \right\}^4 \int_{z > L \log(1 + \frac{1}{y})} e^{-z/2} dz \leq 4L^4 + \frac{45ne^{-\frac{1}{2} \log(1 + \frac{1}{y})}}{\left\{ \log \left(1 + \frac{1}{2y}\right) \right\}^4}.
\]

Choosing $L = \frac{2\log n}{\log(1 + \frac{1}{y})}$ we get the desired result.
D. Proofs of the multidimensional results

D.1. Density estimation in multiple dimensions

The proof of Theorem 5 is based on a similar truncation idea as in the proof of Theorem 2. At this end, we note the following result.

Lemma 9 There exist absolute constants \( \tilde{c}_1, \tilde{c}_2 \) such that the following holds.

1. If \( G \in \mathcal{P}([0,h]^d) \) and \( Y \sim f_G \) then \( \Pr[Y \notin [0, \tilde{c}_1 h \log n]^d] \leq \frac{d}{n^{10}} \).
2. If all the marginals of \( G \) lie in \( \text{SubE}(s) \) and \( Y \sim f_G \) then \( \Pr[Y \notin [0, \tilde{c}_2 s \log n]^d] \leq \frac{d}{n^{10}} \).

Proof From the proof of Theorem 2 we get that there exists constants \( c_1, c_2 \) such that with probability at least \( 1 - \frac{1}{n^{10}} \) all the coordinates of the random variable \( Y \) lie within \([0, c_1 h \frac{\log n}{\log \log n}]\) if \( G \) is supported on \([0, h]\), and lie within \([0, c_2 \log n]\) if the marginals of \( G \) are \( \text{SubE}(s) \). Then using a union bound over all the coordinates we achieve the desired result. \( \square \)

Proof of Theorem 5 Suppose that the dist function, for which we compute the minimum distance estimator, satisfy Assumption 2, namely (2.3). Then recall the general result (3.3)

\[
H^2(f_G, f_G) \leq \frac{2}{c_1} (\text{dist}(p_n^{\text{emp}} \| f_G) + \text{dist}(p_n^{\text{emp}} \| f_G)) \leq \frac{4}{c_1} \text{dist}(p_n^{\text{emp}} \| f_G),
\]

(D.1)

where \( c_1 > 0 \) is an absolute constant. Then, bounding \( \frac{1}{c_2} \text{dist} \) by \( \chi^2 \) we get the following chain for any \( K = \tilde{c}_1 h \frac{\log n}{\log \log n} \) for \( G \) supported on \([0, h]^d\) and \( K = \tilde{c}_2 \log n \) for \( G \) having all the marginals in \( \text{SubE}(s) \)

\[
\frac{1}{c_2} \mathbb{E} \left[ \text{dist}(p_n^{\text{emp}} \| f_G) \mathbf{1}_{\{Y_i \in [0, K]^d \text{ \forall } i = 1, \ldots, n\}} \right] \\
\leq \mathbb{E} \left[ \chi^2(p_n^{\text{emp}} \| f_G) \mathbf{1}_{\{Y_i \in [0, K]^d \text{ \forall } i = 1, \ldots, n\}} \right] \\
= \sum_y \frac{\mathbb{E} \left[ (p_n^{\text{emp}}(y) - f_G(y))^2 \mathbf{1}_{\{Y_i \in [0, K]^d \text{ \forall } i = 1, \ldots, n\}} \right]}{f_G(y)} \\
\overset{(a)}{=} \sum_{y \in [0, K]^d} \frac{\mathbb{E} \left[ (p_n^{\text{emp}}(y) - f_G(y))^2 \mathbf{1}_{\{Y_i \in [0, K]^d \text{ \forall } i = 1, \ldots, n\}} \right]}{f_G(y)} + \sum_{y \notin [0, K]^d} f_G(y) \Pr[Y_i \in [0, K]^d \text{ \forall } i = 1, \ldots, n] \\
\leq \sum_{y \in [0, K]^d} \frac{\mathbb{E} \left[ (p_n^{\text{emp}}(y) - f_G(y))^2 \right]}{f_G(y)} + \Pr[Y \sim f_G \notin [0, K]^d] \\
\leq \frac{1}{n} \sum_{y \in [0, K]^d} (1 - f_G(y)) + \frac{d}{n^{10}} \leq \frac{2(K + 1)^d}{n}. \quad \text{(D.2)}
\]
where (a) follows from the fact that under \( \{Y_i \in [0,K]^d \ | i = 1, \ldots, n \} \) we have \( p_{n,emp}^j(y) = 0 \) for any \( y \notin [0,K]^d \); and (b) follows from \( \mathbb{E}[p_{n,emp}^j(y)] = f_G(y) \) and, thus, \( \mathbb{E}[(p_{n,emp}^j(y) - f_G(y))^2] = \text{Var}(p_{n,emp}^j(y)) = \frac{1}{n^2} \sum_{i=1}^{n} \text{Var}(1_{\{Y_i = y\}}) = \frac{f_G(y)(1-f_G(y))}{n} \), and due to choices of \( K \).

Using the union bound and the fact \( H^2 \leq 2 \) we have

\[
\mathbb{E} \left[ H^2(f_G, f_{\hat{G}}) 1_{\{Y_i \notin [0,K]^d \text{ for some } i \in \{1, \ldots, n\} \}} \right] \leq \frac{2d}{n^2}.
\]

Combining this with (D.2) yields

\[
\mathbb{E} \left[ H^2(f_G, f_{\hat{G}}) \right] \leq \mathbb{E} \left[ H^2(f_G, f_{\hat{G}}) 1_{\{Y_i \in [0,K]^d \ \forall i = 1, \ldots, n\}} \right] + \mathbb{E} \left[ H^2(f_G, f_{\hat{G}}) 1_{\{Y_i \notin [0,K]^d \text{ for some } i \in \{1, \ldots, n\} \}} \right]
\]

\[
\leq \frac{4(K+1)^d}{n},
\]

which completes the proof. \( \square \)

D.2. Regret bounds in multiple dimensions

We first note that it suffices to only prove the case where the data generating distribution \( G \) satisfies \( G \in \mathcal{P}([0,h]^d) \). To prove the case where the marginals of \( G \) belong to the SubE(s) class, it suffices to choose \( h = \tilde{c}s \log n \) where \( \tilde{c} > 0 \) is a sufficiently large constant. This is because of the following. Using the property of the Poisson mixture and the the result on the support of \( \tilde{G} \) for the one dimensional case in Lemma 8 we get

1. \( \tilde{G} \) is supported on \([0, \max_{j=1}^d \max_{i=1}^n Y_{ij} + 1]^n \), which itself is a subset of \([0, \tilde{c}s \log n]^d \) with probability at least \( 1 - \frac{d}{n^2} \) for large enough constant \( \tilde{c} > 0 \).

2. As a result of the above, with probability at least \( 1 - \frac{d}{n^2} \), each coordinate of \( \tilde{\theta}_G \) lies in the interval \([0, \tilde{c}s \log n] \).

Hence, using arguments similar to [JPTW23, Theorem 2] in the multidimensional case and the one dimensional case in (B.1) we can argue that given any estimate \( \tilde{G} \), we can use the above choice of \( h \) to guarantee

\[
\text{Regret}(\tilde{G}, G) \leq \text{Regret}(\tilde{G}, G_h) + O\left(\frac{d^2 s^2}{n^4}\right).
\]

where given any \( G \) supported on \( \mathbb{R}^d \), \( G_h \) denote its restriction on the hypercube \([0,h]^d \), i.e., \( G_h[Y \in \cdot] = G[Y \in \cdot|Y \in [0,h]^d] \). As a result, it suffices to bound \( \text{Regret}(\tilde{G}, G_h) \) to get the desired regret upper bound.

To bound \( \text{Regret}(\tilde{G}, G_h) = \mathbb{E}_{\hat{G}_h} \left[ \| \hat{\theta}_G(Y) - \hat{\theta}_{G_h}(Y) \|^2 \right] \) we use the following decomposition that is similar to the decomposition in the proof of the one dimensional case. First we restrict the expectation on the event \( \{Y_i \in [0,K]^d \ , i \in \{1, \ldots, n\}\} \), where for some absolute constants \( \tilde{c}_1, \tilde{c}_2 \) to be chosen later we pick

\[
K = \tilde{c}_1 h \frac{\log n}{\log \log n} 1_{\{G \in \mathcal{P}([0,h]^d) \}} + \tilde{c}_2 s \log n 1_{\{\text{marginals of } G \text{ are SubE(s)} \}}.
\]

We also pick \( \hat{h} \) as either \( h \) when \( G \in \mathcal{P}([0,h]^d) \) or \( \max_{j=1}^d \max_{i=1}^n Y_{ij} + 1 \) when the marginals of \( G \) are SubE(s). Note that in the later case, as we argued above, \( h \) is bounded with probability \( 1 - \frac{d}{n^2} \).
by $\bar{c} \log n$. This implies that $\hat{G}$ is supported on $[0, \hat{h}]^d$. Then we have

$$
\begin{align*}
\mathbb{E}_{\hat{G}h} \left[ \| \hat{\theta}_G(Y) - \hat{\theta}_{Gh}(Y) \|^2 1 \{ \mathbf{y} \in [0,K]^d \} \right] \\
&= \sum_{\mathbf{y} \in [0,K]^d} \sum_{j=1}^d (y_j + 1)^2 \frac{f_{Gh}(\mathbf{y})}{f_G(\mathbf{y})} \left( \frac{f_G(\mathbf{y} + e_j)}{f_G(\mathbf{y})} - \frac{f_{Gh}(\mathbf{y} + e_j)}{f_{Gh}(\mathbf{y})} \right)^2 \\
&\leq \sum_{\mathbf{y} \in [0,K]^d} \sum_{j=1}^d (y_j + 1)^2 \frac{f_{Gh}(\mathbf{y})}{f_G(\mathbf{y})} \left\{ \left( \frac{f_G(\mathbf{y} + e_j)}{f_G(\mathbf{y})} - \frac{f_{Gh}(\mathbf{y} + e_j)}{f_{Gh}(\mathbf{y})} \right)^2 \right\} \\
&\leq 3 \sum_{\mathbf{y} \in [0,K]^d} \sum_{j=1}^d \left\{ \left( \frac{f_{Gh}(\mathbf{y})}{f_G(\mathbf{y})} - \frac{f_G(\mathbf{y})}{f_{Gh}(\mathbf{y})} \right)^2 \left( \frac{f_{Gh}(\mathbf{y})}{f_G(\mathbf{y})} + \frac{f_G(\mathbf{y})}{f_{Gh}(\mathbf{y})} \right)^2 \right\} \\
&\leq 3(h^2 + \hat{h}^2) \sum_{\mathbf{y} \in [0,K]^d} \sum_{j=1}^d \left( \sqrt{f_{Gh}(\mathbf{y})} - \sqrt{f_G(\mathbf{y})} \right)^2 \\
&+ 24K \max_{\mathbf{y} \in [0,K]^d} \sum_{j=1}^d \left( \sqrt{f_{Gh}(\mathbf{y} + e_j)} - \sqrt{f_G(\mathbf{y} + e_j)} \right)^2 \\
&\leq d \left( 6(h^2 + \hat{h}^2) + 24(h + \hat{h})K \right) \mathcal{H}^2(f_G, f_{Gh}).
\end{align*}
$$

where (a) followed from $(x + y + z)^2 \leq 3(x^2 + y^2 + z^2)$ for any $x, y, z \in \mathbb{R}$. Using $(\sqrt{f_{Gh}(\mathbf{x})} + \sqrt{f_G(\mathbf{x})})^2 \leq 2(f_{Gh}(\mathbf{x}) + f_G(\mathbf{x}))$ for $\mathbf{x} = \mathbf{y} + e_j$ we continue the last display to get

$$
\begin{align*}
\mathbb{E}_{\hat{G}h} \left[ \| \hat{\theta}_G(Y) - \hat{\theta}_{Gh}(Y) \|^2 1 \{ \mathbf{y} \in [0,K]^d \} \right] \\
&\leq 6(h^2 + \hat{h}^2) \sum_{\mathbf{y} \in [0,K]^d} \sum_{j=1}^d \left( \sqrt{f_{Gh}(\mathbf{y})} - \sqrt{f_G(\mathbf{y})} \right)^2 \\
&+ 24K \max_{\mathbf{y} \in [0,K]^d} \sum_{j=1}^d \left( \sqrt{f_{Gh}(\mathbf{y} + e_j)} - \sqrt{f_G(\mathbf{y} + e_j)} \right)^2 \\
&\leq d \left( 6(h^2 + \hat{h}^2) + 24(h + \hat{h})K \right) \mathcal{H}^2(f_G, f_{Gh}).
\end{align*}
$$

Again using $\hat{\theta}_{Gh}(\mathbf{y}) \leq \hat{h}, \hat{\theta}_G(\mathbf{y}) \leq \hat{h}$ we bound $\mathbb{E}_{\hat{G}h} \left[ (\hat{\theta}_G(Y) - \hat{\theta}_{Gh}(Y))^2 1 \{ \mathbf{y} \notin [0,K]^d \} \right]$ by $(h + \hat{h})^2 \varepsilon_K(G_h)$, where $\varepsilon_K(G_h) = \mathbb{P}_{G_h} \left[ \mathbf{Y} \notin [0,K]^d \right]$. Combining this with the last display we get

$$
\mathbb{E}_{\hat{G}h} \left[ \| \hat{\theta}_G(Y) - \hat{\theta}_{Gh}(Y) \|^2 \right] \leq d \left( 6(h^2 + \hat{h}^2) + 24(h + \hat{h})K \right) \mathcal{H}^2(f_G, f_{Gh}) + (h + \hat{h})^2 \varepsilon_K(G_h).
$$

Finally we take expectation on both sides with respect to the training sample, $\hat{G}$, and $\hat{h}$. Using the high probability bound on $\hat{h}$ and the bound on $\mathbb{E} \left[ \mathcal{H}^2(f_G, f_{Gh}) \right]$ as in Theorem 5, and the probabilistic bound on $\varepsilon_K(G_h)$ as in Lemma 9 we get the result. This finishes the proof.