Application of information-percolation method to reconstruction
problems on graphs
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Abstract

In this paper we propose a method of proving impossibility results based on applying strong
data-processing inequalities to estimate mutual information between sets of variables forming
certain Markov random fields. The end result is that mutual information between two “far away”
(as measured by the graph distance) variables is bounded by the probability of the existence of
an open path in a bond-percolation problem on the same graph. Furthermore, stronger bounds
can be obtained by establishing mutual information comparison results with an erasure model
on the same graph, with erasure probabilities given by the contraction coefficients.

As applications, we show that our method gives sharp threshold for partially recovering a
rank-one perturbation of a random Gaussian matrix (spiked Wigner model), yields the best
known upper bound on the noise level for group synchronization (obtained concurrently by Abbe
and Boix), and establishes new impossibility result for community detection on the stochastic
block model with £ communities.
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1 Introduction

As a generalization of ideas of Evans-Schulman [ES99], a method for upper-bounding the mutual
information between sets of variables via the probability of the existence of a percolation path was
proposed by the authors in [PW17, Theorem 5. This allows one to reuse results on critical threshold
for percolation to show the vanishing of mutual information. The original bound was stated for
Bayesian networks (known as directed graphical models). In this paper we show that similar results
can be obtained for certain Markov random fields (undirected graphical models) too, especially
those arising in statistical reconstruction problems on graphs such as community detection and
group synchronization.

Our original motivation was to improve the bound on the phase transition threshold in the
Zo-synchronization on a 2D square grid which appeared in the work of Abbe, Massoulié, Montanari,
Sly and Srivastava [AMM'18]. The possibility of such an improvement was anticipated by Abbe
and Boix [Abb18], who presented their work in [AB18a], concurrently with the initial circulation of
this work. The resulting improvement is stated below as Corollary 5 and concides with the result
in [AB18a,AB18b].

The paper is organized as follows. First, we present the idea in its simplest form (binary labels and
binary symmetric channels) in Section 2. Second, we extend the method in two different directions
in Section 3 to general (non-binary) labels and channels, and in Section 4 to non-independent
labels. To showcase our general results in Section 5 we consider three applications (of which the
first two are chosen following [AB18a]): group synchronization, spiked Wigner model and stochastic
block model with k& blocks. For the latter our results strengthen (in some regime) the best known
impossibility results on correlated (partial) recovery for k = 3. One of the main technical tools
is the strong data processing inequality for mutual information, which is surveyed in the [PW17];
in Appendix A we provide a quick review emphasizing binary-input channels. We conclude with
Appendix B comparing our results with the work of Abbe and Boix [AB18b].

2 Information—percolation bound (basic version)

We start by recalling some basic notions from information theory; cf. e.g. [CT06]. The mutual informa-
tion 1(X;Y’) between random variables X and Y with joint law Pxy is I(X;Y) = D(Pxy||Px ® Py),
where D(P||Q) is the Kullback-Leibler (KL) divergence between distributions P and @, defined
as D(P||Q) = [ dPlog % if P < @ and oo otherwise. In addition, the y?-divergence is defined

as Y2(PQ) = [ dp(% —1)? if P < @ and oo otherwise, and the squared Hellinger distance

is H2(P,Q) = f(\/% — \/%)%l,u for any p such that P < g and Q < p. For discrete X,
I(X;Y)=H(X)— H(X|Y), the difference between the Shannon entropy of X and the conditional
entropy of X given Y.

Two properties of mutual information are particularly useful for the present paper: (a) Chain
rule: I(X;Y,2) =I1(X;Y)+ I(X; Z|Y), where I(X; Z]Y) is the conditional mutual information.
(b) Data processing inequality (DPI): whenever W — X — Y forms a Markov chain, we have
I(W;Y) < I(W; X). Furthermore, a quantitative version of the DPI is the strong data processing
inequality (SDPI),

IW3Y) < n(Pyx)I(W; X) (1)

where 1(Py|x) € [0, 1] is called the KL contraction coefficient of the channel. For example, if Py |x is
the binary symmetric channel (BSC) with flip probability d, denoted by BSC(4), that is, Y = X + Z



mod 2 £ X @ Z, where Z ~ Bern(d) is independent of X, we have n(BSC(d)) = (1 — 24)2. For more
on SDPI, we refer the reader to the survey [PW17] and the references therein.

Let ER(G, p) denote the Erdos-Rényi random graph on the vertex set V', where each edge
e € E is kept independently with probability p. Abbreviate ER(K,,p) as ER(n,p), where K, is
the complete graph on [n].

In this section we consider the following graphical model. Let G = (V, E) be a simple undirected

graph with finite or countably-infinite V. Let {X, : v € V'} be i’i'\(fi’Bem(l/2) and Let {Z. : e € E}
be 1%i'Bern(é). For each e = (u,v) € E, let Y. = X, ® X, @ Z,. For any 9, let Xg ={X, :v e S}.

Theorem 1. For any subset S C V and any vertexv € V,
I(Xy; X, YE) < percg(v, S)log 2, (2)
where percg(v, S) =P [v is connected to S in ER(G,n)], with
n 2 (1-260)>°

Remark 1. Notice that right-hand side of (2) can be seen as I(X,; Xg, Yz) where for e = (u,v),
ffe is a random variable equal to X,, & X, with probability  and * (erasure) otherwise. This is not
accidental — it can be shown via [PW17, Prop. 15, 16] that observations over the erasure channel
BEC(n) lead to strictly larger mutual informations: I(Xg,;Yg|Xs,) < I(Xs,; YE|Xs,), regardless of
the joint distribution Px,,. This generalization is pursued in Section 4.

Proof. By the monotone convergence property of mutual information (and probability), it suffices
to consider finite graph G.
Let Xy = {X, ®1:v € V}. The symmetry of the problem shows that

(Xv, V) £ (Xv, V).

In particular, we have
I(Xy;Yg) =0 3)

for any v.
Fix V and v € V. We induct on the number of edges |E|. For the base case of E = (), by the
independence of {X,}, we have

I(Xy; Xs5) = 1yesy log 2 = percg(v, S) log 2.
Next suppose (2) holds for all G’ = (V, E’) with |E’| < |E| and all S, i.e.
I(X2§XS;YE’) < perCG/(z,S) log 2. (4)

We now show (2) holds for E. Fix S. Suppose there is no edge in E incident to any vertex in S.
Then both sides of (2) are zero by (3). Otherwise, there exists an edge e = (u, z) € E incident to
some vertex z € S. Set E/ = E'\ e and G' = (V, E').

Next we apply the strong data processing inequality (SDPI) for BSC (see [PW17] for a survey on
SDPIs): Note that Y. = X,, + X, + Z,, where Zel'l'vd'Bern@) and independent of Xy,. Since z € S,
conditioned on (Xg, Yz), we have the Markov chain: X, — X,, — Y. Therefore

I(Xv; Y;3|XS7YE’) < nI(XmXu‘XS: YE’)'



Adding I(X,; Xg, Yg/) to both sides gives
I(Xva XSv YE) S nI(va XSa Xu) YE’) + ﬁI(va XSa YE’)
Applying the induction hypothesis (4) to the RHS of the above display, we have:

I(Xy; Xs5,YE) < (n-percg (v, SU{u}) + npercg (v, S)) - log2

=perc(G)(v,S)

2.1 Simple example of tightness of the bound

Let G be a complete infinite d-ary tree rooted at node p. Let Sj denote the set of all nodes at depth
k. Then, by results on broadcasting on trees [EKPS00], it is easy to see that!

lim I(X,;Yg, Xg,) =

k—o0

{0, (1-26)2d<1 )

>0, (1-26)2%d>1

The bound in Theorem 1 is tight in this case in the sense that the right-hand side of (2) converges to
zero if and only if the branching process with offspring distribution Binom(d,n) (with 7 = (1 —26§)?)
is ultimately extinct almost surely, which occurs when (1 —26)2d < 1 by standard results in branching
process [ANT72].

3 General version: information percolation

Consider a bipartite graph G = (V, W, E') with parts V, W and edges F, with finite or countably-
infinite V, W, E. For any subset W/ C W we will denote G[W’] the induced subgraph on vertices
Vuw’.

Let {X, : v € V} be a collection of independent discrete random variables. Let {Y,, : w € W}
be a collection of random variables conditionally independent given Xy and distributed each as

Y, ~ Py, Yw e W, (6)

| XN (w)

where N(w) C V denote the neighborhood of w in the bipartite graph G. Let 1, = T]KL(wa|XN(w))
be the SDPI constant corresponding to this channel [PW17].

Let G denote the subgraph G[W] induced by the random subset W, where each vertex w € W
is included in W independently with probability 7,. For a pair of sets S1, S C V we define the
average number of vertices in Sy that are connected to So:

perce(Sy, S2) = Z P[v is connected to Sy in G.
vEST

We note the following simple identity: if w is such that N(w) NSy # () then

percg (51, S2) = nuwpercgw) (51, 52 U N (w)) + (1 — nw)percgmw) (51, 52) - (7)

'Indeed, due to the fact that X,’s are iid Bern(3), we have I(X,;Ys, Xs, ) = I(X,; Zs, ), where for each u € Sk,
Zw = Xu + Zee path from p to Ye. This is precisely the setting of broadcasting on trees, where the label at each node
is obtained by passing that of its parent through BSC(J) independently. It was found in [EKPS00] that the cutoff of
the total variation dTV(PZsk \Xp=+> Pz, |x,=—) (and equivalently, the mutual information I(X,; Zs,)) happens at

the threshold (1 — 26)%d < 1.



To recover the setting of the previous section, where the graph was simple, we can consider the
bipartite graph which is the incidence graph between vertices and edges (in this case the degree of
every w € W is two).

Theorem 2. For any subsets S1,S2 of V', we have

I(Xs,; Xs,|Yw) < percg(S1,52) - SU‘I/)_H(Xv) . (8)
IS

Remark 2. Note that I(Xg,; Yy ) = 0 does not hold even in the setting of the previous section,
unless S is a singleton (see (3)). Indeed, one may consider the graph a — b — ¢ in the context
of Theorem 1. For S1 = {a,c}, I(Xac; Yabpe) > I(Xa + Xe; Yap + Yie) > 1 — h(26(1 — 6)). Thus
I(Xg,; Xs,, Ywv) # I(Xs,; Xs,|Yw) and the former does not satisfy the inequality in Theorem 2.

Proof. Again, because of the identity
(X5 X, |Yiw) = I(Xs,; X, Yw) — I( X5 Yw)

and the continuity of mutual information and percolation probability we may only consider finite
S1, 52, W.
We will prove (8) by induction on |[W|. Assume that

H(X,)<H YoeV.
First, suppose that W = (). We have then:

I(Xs5Xsy) = Y H(X;) < |81 N Sa|Hy = percgpy(St, S2)Hi -
i€S1NS2

Next, suppose that we have shown (8) for all G[W’] with |W’| < |W|. Consider two cases:
Case 1. There does not exist w € W such that N(w) N Sy # (. Then, we have

I(Xsy; Xsy |Yw) < I(Xsy, Yw; Xs,) < I(Xsy, X5 Xs,) < [S1N SalHy,
where Sy = Uyew N(w) and the last equality is due to Sy N Sy = (). Similarly, we have
perc(S1,S2) = |S1 N Sy

and (8) is established.
Case 2. There exists w € W such that N(w) N Sy # (. Let W’ = W \ w. Then we have
I(Xs,; Xsy, Y, Yu) = 1(Xsy; Xsy, Ywr) + I(Xsy 5 Y| X sy, Yivr)
< I(Xsy3 Xy, Yir) + 0wl (Xsy 3 Xv(w)| Xsy s Yo
= (1 = nuw)I(Xsy; Xy, Yiwr) + 0wl (Xsy; Xn(w)usss Yw) s
= (1 =) (Xsy; X5 [Ywr) + 10l (X515 Xngwyus, | Ywr) + 1(Xsy; Ywr)  (9)
where the inequality is an application of the SDPI, which is justified since given Xg,, Yy we still

have the Markov chain: Xg, — Xp(w) — Yu, in view of the definition (6).
Subtracting I(Xg,; Yy ) from both sides of (9) we get

I(Xsl;styyw) < (1 - Uw)I(XSﬁXSzWW’) + an(XS1;XN(w)USQ|YW’) + I(XSI;YW/) - I(XSI;YW)

(10)

< (1= nuw)I(Xsy; Xoo [Ywr) + nuwl (Xsy5 Xnwyus | Yw) (11)

since I(Xs,; Yw) < I(Xgs,; Yw) by the monotonicity of the mutual information. From the induction
hypothesis and (7) we conclude the proof of (8). O



4 General version: channel comparison

In the setting of Section 2, we have imposed the condition (3) which implies
I(Xy; X, YE) = I(Xy; Xs|YE) = I(Xo; YE|Xs) .

Consequently, Theorem 1 (giving a bound on the first quantity) and Theorem 2 (giving a bound on
the second one) are equivalent when (3) holds. In fact, Theorem 2 holds in wider generality. Can we
also bound the third quantity? It turns out the answer is yes, and in fact this generalization allows
one to remove the most restrictive condition of Theorem 2 — the independence of X,’s. (However,
the two theorems bound different quantities.) To focus ideas, we recommend revisiting Remark 1.

We proceed to describing the setting of the forthcoming more general result. Consider a bipartite
graph G = (V, W, E) with parts VW and edges F, with finite or countably-infinite V, W, E. For
any subset W/ C W, we again denote by G[W'] the induced subgraph on vertices VU W".

Let {X, : v € V}} be a collection of discrete random variables (not necessarily independent).
Let {Y, : w € W} and {Y,, : w € W} be two collection of random variables each conditionally
independent given Xy and distributed as

Yw ~ PYw|XN(w) Vw S W, (12)
Vo~ Qvulxne,  TWEW (13)

where N(w) C V' denote the neighborhood of w in the bipartite graph.
We also recall the definition of the less noisy relation: stochastic matrix Q§~,|  is less noisy than
Py x if for every distribution Py x we have

I(U;Y) < I(U;Y)
where mutual informations are computed under the joint distribution
PU’X,?,Y(Ua z,, y) = PU,X(uv x)Q?|x(g’$)PY|X(y|x) .

See [vD97, Theorem 2], [PW17, Prop. 14] and [MP16, Theorem 2, Prop. 8| for various characteriza-
tions of the less noisy relation.

Theorem 3. Assume that for every w € W, the channel Qf/wIXN( : 1$ less noisy than wa|XN(w).
Then for any subsets S1,S2 C V', we have
I(Xs,; Yp|Xs,) < 1(Xsy3 YE|Xs,) - (14)

Remark 3. The connection between Theorems 3 and 2 arises from [PW17, Proposition 15]: the
SDPI constant of the channel Py x satisfies nk(Py|x) < 1 — 0 if and only if Py x is more noisy
than the erasure channel Qf/‘ + which outputs Y = X with probability 1 — ¢ and Y = (erasure)
otherwise.

Remark 4. One cannot replace the less noisy condition with “more capable”, a weaker notion
(see [KM75]). Indeed, it is known that erasure channel with probability of erasure 1 — h(d) is more
capable than BSC(d). But then consider the example in Section 2.1. If the more capable variation
of Theorem 3 were true, we would be able to reduce the probability of an open bond from (1 — 26)?
to 1 — h(d) and thus contradict (5).

Proof. Conditioning on X, we get a Markov chain Xg5, — Xv — Yp. By [PWI17, Prop. 14],
the less noisy relation tensorizes. That is, the channel Xy — Yg is less noisy than Xy — Yg.
Consequently, we get (14). dJ



5 Applications to reconstruction problems

In this section we apply the information-percolation bound to various reconstruction problems on
graphs, specifically, Zs-synchronization, spiked Wigner model, community detection on stochastic
block model (SBM) with two, and more than two communities. The first three were considered
earlier in [AB18a], while the fourth application is new and apparently not obtainable via methods
of [AB18a, AB18b].

5.1 Group synchronization over Z/27Z

The problem of group synchronization refers to the following: Given a graph G = (V, E), let
Xy = {X,}vev be a collection of independent random variables that are uniformly distributed
on some compact group. The goal is to recover Xy (up to a global group action which is not
identifiable) from pairwise measurements Yi = {Yuy } (u,0)er, Where Yy, is a noisy observation of
X, 1X,. The paradigm of group synchronization arises in a various applications such as localization,
imaging and computer vision (cf. the references in [AMM™18]).

The synchronization problem over the d-dimensional grid was studied in [AMM™ 18] for various
groups, focusing on correlated recovery, i.e., achieving a reconstruction error that is strictly better
than random guessing. The simplest problem is for the group Z/2Z, commonly known as Zo-
synchronization, which precisely corresponds to the setting of Section 2. If the observation channel
is BSC(4), it is shown in [AMM"18] that correlated recovery is impossible if 1 — 25 < 3. Next, we
apply the information-percolation method in Theorem 1 to improve the threshold (1 —26)? < %; this
result was first announced and proved independently in [AMM18]. To prove the impossibility of
the correlated recovery of Xy, it suffices to show that for any pair of vertices u # v, it is impossible
to reconstruct the bit T,,, = X, & X, better than chance.

Corollary 4. For any two (possibly non-adjacent) vertices u,v € V, any estimator Ty = Tuv(YE)
satisfies

. 1 1 1 log 2
P T Tuw| > = — I(Xy; X0, YE) 2 - — ) 1
(oo # T2 § = g 5> 5 \/210geperc(;<v ) (15)
Consequently,
1 . 1
712 P Tuv Tuv 2 o 1 1
T 2 Bl # ] 2 5 —ol) (16)
u,veV
provided

> (X X0, YE) = o([V?) or Y percg(v,u) = o([V]).
u, eV u eV

Remark 5. It is clear, from Theorem 2, that the result above extends to arbitrary channels
Py, x, x, for e = (u,v), arbitrary function "= T'(X,, X,) and arbitrary (discrete) X,. The only
general requirement we need to impose the validity of (3). The only change is that the first term %
in the right-hand side of (15) should be replaced with 1 — maxs P[T(X,, X,) = s| and log?2 in the
denominator inside the square root with max, H(X,). We put this corollary first, as it originally
motivated the writing of this article.

Proof. 1t suffices to show (15) as the rest follows from Jensen’s inequality. Next abbreviate T}, as



T. Note that

(a)
I(T;Yg) < I(Xy, Xo;YE) = [(Xy; YE|Xy) + I1(Xy; YE)

2) I(Xm YE|X1))

—~

C

(d)
< percg(v, u) log 2,

—~
N2

where (a) is the data processing inequality for mutual information; (b) follows from (3); (c) follows
from the assumption that X, 1 X,; (d) follows from Theorem 1.
On the other hand, for any estimator 7' = T'(Yg), let p = P[T' = T] and ¢ = Q[T = T7,

where Q denote the probability measure where Yz and T are independent. Thus ¢ < Ppax(T) =
max; P [T = t]. By the data processing inequality and the Pinsker inequality, we have
I(T;Yg) > d(pllg) > 2loge(p — q)*.
Thus,
. ercq(v,u)log2
P = T] < Py (T) + | (W) 1082
2loge
O

Using Kesten’s result on 2D-square grid percolation [Kes80], we get:

Corollary 5. Let G be an infinite 2D-grid and suppose the goal is to estimate T;, = Xoo @ Xnn
for large n given observations of all (infinitely many) edges Ye. If

1

2
— < —
(1-26) <

then for any estimator T, = Tn(YE) we have ]P’[Tn # T, — %

5.2 Spiked Wigner model

Consider the following statistical model for PCA:

A
Y = \fXXT +W (17)
n

where X = (X1,...,X,) € {£1}" consists of independent Rademacher entries, and W is a Wigner
matrix which is symmetric consisting of independent standard normal off-diagonal entries. This
ensemble is known as the spiked Wigner model (rank-one perturbation of the Wigner ensemble).
Observing the matrix Y, the goal is to achieve correlated recovery, i.e., to reconstruct X (up to a
global sign flip) better than chance, that is, ind X = X (Y) € {£1}", such that

lim inf %]E[[(X, X)|] > o. (18)

n—oo

It is known that for fixed A, if A > 1, spectral method (taking the signs of the the first eigenvector of
Y') achieves correlated recovery [BBAPO05]. Conversely, if A < 1, correlated recovery is information-
theoretically impossible.

As the next result shows, applying Theorem 1 together with classical results on Erdos-Rényi
graphs immediately yields the optimal threshold previously obtained in [DAM16, Theorem 4.3].
Here, o(1) is any vanishing factor so this result is the best possible.



Corollary 6. Correlated recovery in the sense of (18) is impossible if

A<1+0(1). (19)
Proof. Note that (18) is equivalent to
. 1 T %72
lim sup —E HXX XX H <2 (20)
n—oo M F

It is clear that the diagonal entries of Y are independent of X and hence the problem reduces to

the setting in Section 2 with G being the complete graph on n vertices and Y;; = \/gXZ-X j+ Wij
for ¢ < j. Applying Theorem 1 together with Corollary 4, we conclude that: for any ¢ < j,

i 1
inf P [XZX]- £ Tij(y)} > 5 — O(P[i and j are connected in ER(n, 7).
Ti; ()

where n = n(N(—\/%, 1),N(\/%, 1)) = 2(140(1)) in view of (50). Summing over i # j, we conclude
that for any X = X (V) € {+1}",

2
T a'dl %
IEHXX ~ XX HF =43P [X.X; £ XX,
75

> 2n? — 2 Z EE [size of the connected component in ER(n,n) containing i]
i€[n]
> 2n? — nE [Ciax]

where Ciax denotes the size of the largest connected component in the Erdés-Rényi graph ER(n,n).
Existing results in the random graph theory show that E[Crnax] = o(n) whenever n = £ (1 + o(1),
which implies the impossibility of (20). Specifically, let n = #(n—k s), where s = o(n) by assumption.
By monotonicity, it suffices to consider the case of s = w(nz/ 3). By a result of Luczak [Luc90, Lemma
3] (see also [JLROO, Theorem 5.12]), we have Ciax < cos with probability at least 1 — ¢;n!/3s~1/2
for some universal constants cg, c1. Since Cpax < n, this shows E[Cpax] = o(n), completing the
proof. O

Remark 6 (Channel universality). Consider a more general observation model than (17): Let P(-|6)
be a family of conditional distributions parametrized by 6 € R, with conditional density py(-) with

respect to some reference measure y. Given M = \/%X X T, we observe the matrix Y = (Y;;), where
each Y;; is obtained by passing M;; through the same channel independently, with the conditional
distribution given by Py |y, = P(:|M;;). The spiked Wigner model corresponds to the Gaussian
channel P(-|0) = N(6,1).

Under appropriate regularity conditions on the channel, the sharp threshold (19) is replaced by

the following:
1

A< — +o(1) (21)
Jo

where Jp £ [ (%Lé")?%du is the Fisher information. This follows from the relationship between the
contraction coefficient and the Fisher information. To see why this is true intuitively, note that
M;j € {&e}, with e £ \/% . Using the characterization (45) of the contraction coefficient for binary-

input channels, we have 1 = supgco 1] LCs(pe|lp—c), where LCp is an f-divergence® with f(z) =

*Recall an f-divergence is defined as D;(P||Q) = Ep[f(%)} for convex f with f(1) = 0 [Csi69].

9



fa(x) = BB g Ji)ﬁ By the local expansion of f-divergence, we have D¢(Py_s||Fy) = %52(1—1—0(1))

as & — 0. Note that fg(l) = 2/3/3, maximized at § = % It follows that n = )‘J%o(l) Thus the
same percolation bound used in Corollary 6 shows that (21) implies the impossibility of correlated
reconstruction. In the positive direction, it was suggested in [LKZ15, Section II-C] that spectral
method applied to the score matrix succeeds provided that A > Jio In fact, the full mutual

information I(M;Y’) also undergoes a phase transition at this point, see [KXZ16] and [BDM™16].

5.3 Community detection: two communities

Consider a complete graph K, and Xvi'iiSl ‘Bern(1/2). Unlike the group-synchronization case, we
have the following observation channel: for each edge e = (u,v) we have

B {Bern(p), X, =X,

(22)
Bern(q), Xu. # X,

In other words, Y is the adjacency matrix of a random graph (known as the stochastic block model),
in which any pair of vertices are connected with probability p if they are from the same community
(with the same labels) or with probability g otherwise.

Given the matrix Y = (Yj;), the goal is to achieve correlated recovery, that is, estimating the
labels up to a global flip better than random guess. In other words, construct X = X (Y) € {0,1}",

such that
lim sup lI[Z’,[min{d(f(, X),n—d(X,X)}] < L (23)
n—oo N 2
where d denotes the Hamming distance. Equivalently, the goal is to estimate 1;x,—x} for any pair
i,7 on the basis of Y with probability of error asymptotically (as n — oo) not tending to 1/2. The
exact region when this is impossible is known [MNS15, MNS13]: for p = 2 and ¢ = % with fixed a, b,

correlated recovery is possible if and only if
(a—b)?
2(a+0b)

Appying the information-percolation method (namely Theorem 2) we get the following slightly
suboptimal result (see Fig. 1).

> 1.

Proposition 7. For the binary stochastic block model with edge probabilities p and q, for any
i # j € [n], the following bound holds non-asymptotically:

I(Xi; X;,Yg) <P[i and j are connected in ER(n,n)] (24)

where n = p + q — 2pq + 2+/p(1 — p)q(1 — q). Purthermore, if p = e and q = %, then correlated
recovery (i.e., (23)) is impossible if

(Va—Vb)? <1+o0(1). (25)

Proof. The mutual information bound (24) follows from Theorem 1 and the exact expression for
the contraction coefficients in (46), which satisfies

(Va— Vb +o(1)

nkL(Bern(a/n), Bern(b/n)) = -

(26)

where the o(1) terms is uniform in (a, b) in view (49). The remaining proof is the same as Corollary 6
using the behavior of the giant component of the Erdés-Rényi graph. O
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5 Info-percolation bound for 2-communities a/n, b/n graph

—— Info-percolation bound

—

=== Optimal (Neeman-Mossel-Sly)
—ffeee

Average cross-community half-degree, b

0 2 4 6 8 10
Average in-community half-degree, a

Figure 1: Comparing optimal (Mossel-Neeman-Sly [MNS15]) region with the percolation bound.

5.4 Community detection: £ communities

In the setting of the previous section, suppose now that X, e Unif [k], with the same observation

channel (22) with p = % and ¢ = %. This is the stochastic block model with k equal-sized
communities, and the notion of correlated recovery is extended as follows: for any z, & € [k]|", define
the following error metric:
d(w,#) = min = R THUR (27)
i€[n]
that is, the number of classification errors up to a global permutation of labels. We say that
correlated recovery is possible if there exists a (sequence of) estimator X € [k]” that outperforms
random guessing, i.e.,
A k—1
limsupE[d(X, X)] < —.

n—o0 k

(28)

For k > 3, the sharp threshold is not known. In terms of the impossibility result, the best known
sufficient condition is [BMNN16, Theorem 1]

(a —b)? - 2k log(k — 1)

a+ (k—1)b k-1 (29)

Now, it turns out that applying Theorem 1 would only yield a k-independent bound (25). To get
an improved estimate, instead, we use the comparison theorem with the erasure model in Theorem 3
and then show the impossibility of reconstruction on the corresponding erasure model. The threshold
is given by (30) in the next proposition and the numerical comparison with the bound of (29) is
shown in Fig. 2. For k = 3, (30) improves over (29) in some regime but not for £k = 4. For large k,
(30) is suboptimal by a logarithmic factor.

Proposition 8. Correlated recovery in the sense of (28) is impossible if

|

(Va—Vb)? < (30)

11



5 Info-percolation bound for 3-communities a/n, b/n graph % Info-percolation bound for 4-communities a/n, b/n graph

—— Info-percelation bound
—_— ,,,H,,,

——- BMNN16 converse bound
i ol

Info-percelation bound

—

——- BMNNL6 converse bound
i sl

Average cross-community half-degree, b
Average cross-community half-degree, b

Average in-community half-degree, a Average in-community half-degree, a

Figure 2: Comparing the inner (impossibility) bound of [BMNN16] with Prop. 8 for k = 3 and k = 4
communities. For & = 3, Prop. 8 improves the state of the art.

Proof. We start by setting up the mutual comparison with the corresponding model per Theorem 3.
Let n = WM be given in (26). Define the corresponding erasure model on the same graph:
for each (u,v) € ([g]), let Yy, = 1¢x,-x,) with probability n and Yy, =? with probability 1 — n
independently. Equivalently, the reconstruction problem under the erasure model can be phrased as
follows. Let G = ([n], E) denote an Erdds-Rényi graph ER(n,n) independent of X. Then for each
(u,v) € E, we observe a deterministic function Yy, = 1{x,=x,}- By Theorem 3 and Remark 3, we
have the following comparison result: for any S C [n],

I(Xg;Y) < I(Xs;Y). (31)

By symmetry, I(Xg;Y') only depends on |S|. Next we assume S = [m] and show that for any fixed
m7

I(Xs;Y)=0(1), n— o0

under the condition that (y/a — vb)? < .
By the chain rule, we have

I(Xg;Y)=I(X;; V) +I(Xo; Y| X1) + ... I(Xp; Y|X1, ..., X 1)
= ZI(Xu;Xlu"'uXu—l)Y/)a (32)
u=2

where we used the fact that X;’s are independent and I(X1;Y) = 0.

Next using the local tree structure of G, we show that for each u, I(Xy; X1,..., Xy—1, }7) = o(1).
Condition on the realization of G. Fix ¢ to be specified later. Let GY, denote the ¢-hop neighborhood
of u. Let R be the boundary of G! i.e., the set of vertices that are at distance t to u. For any v
whose distance to u exceeds t, R forms a cut separating u and v in the sense that any path from u
to v passes through S. Then for any set of vertices U outside the t-hop neighborhood of r, we have

I(Xu; Xv, YE) < I(Xu; X, Yi) = I(Xy; Xg, Y<i), (33)

where ffgt = )N/E(Gi )- Indeed, the first inequality follows from the fact that X,, = Xp — X forms
a Markov chain conditioned on Yz, and the second inequality follows from the independence of X,
and Yg(a)\B(gt) conditioned on the (Xg, Y<t).

12



By [PW16, Proposition 12], since X,, only takes k values, we can bound the mutual information
by the total variation as follows:

I(Xu; XR, Yei) <log(k — )T (Xu; X, Y<i) + M(T(Xu; Xr, Y<t)) (34)

1

1—z’ and

where h(z) £ zlog 2 + (1 — z)log

</ A
T(Xu; Xp, Y<i) = E[dTV(PXRYSHXu’ PXRﬂ?St)] = x,Iarfl’Eé)[(k] dTV(PXRySHXu:W PXva/St‘Xu:a?,) (35)
where the last inequality follows from the convexity of the total variation.
Now choose t = t,, such that ¢t = w(1) and ¢t = o(logn). We show that

ra max drv(Px, v Xu=2 Px g ve) Xumar) = 0(1): (36)
To this end, let T, denote a depth-t Galton-Watson (GW) tree rooted at u with offspring distribution
Poi(d), with d £ nn is at most a constant by assumption. By the locally tree-like property of the
Erdés-Rényi graph (see, e.g., [MNS15, Proposition 4.2] with p = ¢), there exists a coupling between
T! and G, such that P [G!, = T%] =1 — o(1). In the sequel we condition on the event of G, = T}
In particular, by standard results in branching process [AN72], the expected number of ith progeny

is d’ and hence the expect size of the t-neighborhood of u is dt;_ll_l. By the Markov inequality, the

size of the t-neighborhood of u is at most M £ (Cd)* = n°M) with probability 1 — o(1). In other
words, the majority of v are outside the t-neighborhood of u. Next we conditioned on the event
G! =T! and abbreviate T as T. For each x # 2/, we construct a coupling { X, X :v € V(T)}
and {Y, : e € E(T)} so that (X‘J/F(T),YE(T)) and (X‘;(T),YE(T)) are distributed as the law of
(Xv (1), YE(1)) conditioned on the root X, = x and X, = 2', respectively. The coupling is defined
inductively as follows: First set X,/ = z and X, = 2’. Next we generate each layer of observations
recursively as follows: Given all the X,,’s and Y.’s up to depth k, draw Y, = Bern(1/k) independently
for all edges between the kth and the (k + 1)th layer. For each edge e = (4,7) so that i is on kth
layer and j is on (k + 1)th layer, if Xl-+ = X, we couple all observations on the subtree rooted at 4
together, that is, set X;r =X, = X;r if Y. =1 and X;r =X, = Rif Yo = 0 where R is drawn
uniformly at random from [k] \ {X;"}; if X;” # X, we proceed as follows:

o if Y, =1, set X7 = X;" and X; = X .

)

e if Y, = 0, with probability %, set X;r =X, =R with R drawn uniformly at random from
[K]\ {X;", X; }, and with probability 17 set X;f = X;7, and X; = X;".

Note that for each ¢ and each of its child j, we have

_ _ 1 2
P X} # XX} # X, } =PV, =1+P[.=0 —= =1
Thus, the number of uncoupled pairs (X:r , X, ) evolves as a GW tree with offspring distribu-
tion Poi(2¢), which dies out if 22 < 1 (see, e.g., [AN72, Theorem 1]), in which case we have
dTV(PXv(T),YE<T)\Xu=mPXWT),YE(T)IXu:x’) <P [XE #+ Xﬁ] — 0, as t — oo. This completes the
proof of (36).
Combining (34)—(36), we have

I(Xy; X1, Xyo1,Y) <log(k— 1)1+ h(r) + (1 —P[ENE])logk

13



where E = {G =T, |V(T!)| < M}, M = (Cd)* =n°", and E’ denotes the event that 1,... ,u —1
are all outside the ¢-hop neighborhood of u. We have already shown that 7 = o(1) and P [E] = 1—o0(1).

Furthermore, by symmetry P[E'] = &=L, Mo > (Momym — 9 _ 5(1). To summarize, we have

shown that I(X,; X1,...,Xu-1,Y) = o(1) and, in view of (32),

I(Xs;Y) = o(1) (37)

for S = [m] and hence any S € (M).

m
Finally, using (37) for appropriately chosen m, we show the impossibility of the correlated

recovery (28). First of all, note that for any fixed x,z € [k]" and any m € [n] we have

d(l’, i') > ES[d(mS’ i’S)] (38)
where S ~ Unif(([:j)) and recall that for any S, we have d(zg,%g) = ﬁ Minges, D ics Yaitr(a)}

per (27). The inequality (38) simply follows from

d(z,2) = min Py oumie(n)) [#1 # Zn(n)]
TESE

= [Eg min PINUnif(S) [CUI i ‘%W(I)]
TESE

> Es[d(xs, &s)].
Fix a constant m independent of n. For any estimator X = X (Y) € [k]", applying (38) yields
E[d(Xs, Xs)] < E[d(X, X)), (39)

where S is a random uniform m-set independent of X, X.
By the data processing inequality, we have for any fixed S,

. 31) ~ . (37)
I(Xs; Xs) <I(Xg;Y) < I(Xg;Y) = o(1).

By Pinsker’s inequality, we have dTV(PXS xo Pxs ® PXS) < 4/2I(Xg; Xg) = o(1). Note that the
loss function d defined in (27) is bounded by one. Thus

E[d(XS, Xs)] > E[d(Xs, ZS)] — dTV(PXg,Xg’ PXS X PXS) = E[d(XS, Zs)] + 0(1)7 (40)

where Zg has the same distribution as X s and is independent of Xg. By Lemma 9 at the end of
this subsection, we have

1/3

E[d(Xs, Zs)] > ("’;1 - m1/3> (1 — kle2m'"), (41)

Combining (39), (40) and (41), sending n — oo followed by m — oo, we arrive at

. 1
liminf E[d(X, X)] > L

n—0o0 k

This completes the proof of the proposition. O
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Lemma 9. Let X be uniformly distributed on [k]™ and Z is independent of X with an arbitrary
distribution on [k]™. For the loss function in (27), we have®

d(X,2) > % —m 3 (42)

with probability at least 1 — (kle=2m"™).

Proof. For each fixed m, the Hamming distance dg (X, 7(Z)) ~ Binom(m, %) From Hoeffding’s

inequality we have

E—1
Pldn(X,m(Z) < =~ 0] < e—2mé*

and from the union bound

k—1
Pmindy (X, 7(2) < T 9] < Jle~2m0°

Setting & = m~1/3 completes the proof. O

Remark 7. In the above proof we considered the problem of reconstructing the root X, variable
of a Galton-Watson tree with the average degree d, where the vertex variables are iid and unifrom
on [k], and the edge variables are given Y; ; = 1;x,— x;} for each edge ¢, j. The reconstruction of
X, is based on the values of all ¥; ; and all vertex variables at an arbitrary deep layer of the tree.
We have shown the reconstruction is impossible (unable to outperform random guessing) if d < %
At the same time, clearly reconstruction is possible if d > & (in which case there is an arbitrarily
long path of edges with Y; ; = 1 starting from the root). So what is the exact threshold? A work in
progress [GP19] shows a much improved bound, namely that reconstruction is impossible if

logk —log(k—1)k—1 1

-1
d<f(/<;)é< og & - +1<;> =k—(140(1))

k
logk "

Using this bound in place of d < k/2 it follows that correlated recovery in a k-SBM is not possible
if

(Va—vb)® < f(k). (43)

This improves (29) for all £ > 3 in some range of a,b. The work [GP19] presents further improvements
to (43) based on applying SDPIs directly to an equivalent Potts model on a tree.

A Contraction coefficients of some binary-input channels

Consider an arbitrary channel Py x. Denote the contraction coefficient, defined as the best constant
in (1), by k1 (Py|x)- It has an equivalent characterization:

D(QyIQy)

nkL(Py|x) = sup (44)

X #Th D(WXHT(.,X) ’

where Qy and @ are the distributions induced by 7mx and 7y, respectively.

3Note that for any fixed k,m and any string z,z € [k]™, we can always outperform random matching, i.e.,
d(z,z) < 1. The point of (42) is that this improvement is negligible for large m.

15



Consider a binary input channel Py|y, where Py|x—o = P and Py|x—; = (). Then we can write
nKkL(Py|x) = nkL(P, Q), for convenience. The following representation is given in [PW17, Proof of
Theorem 21] in terms of the Le Cam divergence:

(P - Q)

P,Q) = g =l 45
nxL(P, Q) ﬂsel[tl?l]ﬁﬁ 5PT 50 (45)

2LCs(PQ)

where we denote § = 1— . For example, for a binary-input binary-output channel, direct calculation
gives

nkL(Bern(p), Bern(q)) = p +q — 2pg — 2v/ppqq (46)
< (VP — va)* +2v/pa(p + q) (47)
In particular, for the BSC(§) we have ¢ = 1 — p = ¢ and nx(BSC(d)) = (1 — 26)2.

It is further shown in [PW17, Theorem 21] that squared Hellinger distance determines the
contraction coefficient of binary-input channel up to a factor of two:

2
D < ir.@n < #(PQ) (19)
Thus, we have
nkw(Bern(a/n), Bern(b/n)) < Y9~ ‘@2 o) (49)
nkL(N(=6,1), N(6,1)) < 6*(1 4+ o(1)), & — 0. (50)

For binary-input channels, the SDPI constant can be related to the following x?-mutual infor-
mation:
La(X;Y) £ X*(Pxy | Px ® Py) (51)

and notice that if X ~ Bern(1/2) then

P— 2
La(X3Y) = LCa(PIQ) = [ S
Hence from (45) we have
kL (Pyix) > L2 (X3;Y). (52)

Furthermore, under a symmetry assumption, (52) holds with the equality as we show next.

A binary-input channel Py x is called symmetric (often called a BMS channel in the infor-
mation theory literature [RUO0S]) if there exists a measurable involution 7' : ) — Y such that
PY‘XZO(TAA) = Py|x=1(A) for all measurable subsets A C ). For such a channel, we have that

nkL(Pyix) = L2 (X;Y), X ~ Bern(1/2), (53)

Indeed, for the special case of BSC(§), both sides are equal to (1 — 2§)? by an explicit calculation.
In general, a well-known decomposition result (cf. [RUOS, Lemma 4.28]) shows that any BMS Py |x
can be represented as a mixture of BSC’s. Namely, we can equivalently think of the action of the
channel Py |x as first generating a random variable A € [0, 1] according to a fixed distribution Pa,
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passing X through BSC(A) to obtain Y, and then outputting both A and Y. With this model, we
have Y = (A,Y) and with X ~ Bern(1/2)

Lo(X;Y) =T2(X;AY) =E[(1-2A)%.

Next, fix two distributions 7 = Bern(a) and n’ = Bern(a’). Let Q = Q, ¢ and Q' = /AY be the
corresponding distributions produced at the output of Py |x. Note that conditioned on A = § we
have by the SDPT (44) for the BSC():

D(Qi sl ay) < (1 20)°Dix|).
Since the marginal distribution of A is the same under @Q and @', taking expectation over A yields
D(QIQ") = Ea~pa [D(QyallQ% 1)) < E[(1 = 24)%]D(n|7") .
Therefore, from (44) we get that
nkL(Py x) < E[(1 - 2A%)] = 1,2(X;Y).

Together with (52) this completes the proof of (53).

B Comparison with [AB18D]

The first bound on Zg-synchronization threshold over a 2D-square grid was obtained in [AMM™ 18]
by leveraging a standard coupling technique, in which the action of the BSC(¢) is modeled as passing
a bit uncorrupted with probability 1 — 2§ or rerandomizing it otherwise. A natural argument then
shows that on an arbitrary lattice the Zy-synchronization is impossible whenever (1 — 24) is smaller
than the bond-percolation threshold of the lattice.

The present work sprang from the remark of E. Abbe [Abb18], suggesting that an improved
estimate on this threshold is possible. In the previous work [PW17] of the authors, a general
technique is developed for showing vanishing of mutual information in a network of BSC(d)-channels
whenever (1 — 25)? is below the vertex-percolation threshold. While the Bayesian network setup
of [PW17] is not directly applicable to the setting of group synchronization, the method (of induction
on the number of edges) does apply. This lead us to Theorem 1, which was disseminated slightly
prior to the talk [AB18a] presenting a similar result (subsequently published as [AB18b]). Both our
Theorem 1 and [AB18b] yield the same threshold for Zs-synchronization on a 2D-square grid, cf.
Corollary 4.

The main result of [AB18b] is the following. Consider the setting of Theorem 2 and assume in
addition

1. that each label X, is binary and unbiased: X, ~ Bern(1/2);

2. that each w € W has degree 2;

3. that each channel Py, x, () has the following special form
Yw ~ Qw(|Xu ©® XU) P

where N(w) = {u,v} and Q(:|-) is a binary-input symmetric channel (BMS).
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Then
IX2 (XU7 Xs, YW) < percG(v, S) )

where I,» was defined in (51) and percg (v, S) is a probability of existence of an open path from u
to S if each vertex w € W is retained with probability I,2 (X n(w); Yuw)-

In view of (53) and the bound I(Xy; Xg, Yiv) < log(1+1,2(Xy; X5, Yiw)) < loge-L2(Xy; Xs, Yiv),
we see that indeed the result of [AB18b] is a special case of Theorem 2.

Notably the proof in [AB18b] also proceeds by induction on the number of edges (i.e. on the size
of W), similar to our proofs of Theorems 1-2 and [PW17, Theorem 5|. Indeed, suppose that the
result has been shown for W’ and W = W’ U {wqg}. Suppose also N(wg) = {ug,vp}, and in addition
that Qu., = BSC(dp) (this assumption is easy to remove by a separate argument). Then [AB18b]
exploits the extra structure imposed by the assumptions above and directly computes

Le(Xy; Xy, Yiw) = Io + (I1 — Io) (1 — 280)*h((1 — 260))?, (54)

where h : [0,1] — [0,1] is a non-decreasing function that depends only on W' and {Qu,w € W'},
Io = L2(Xy; Xy, Yir) and Iy = L2 (Xy; Xo, Y, Yuy ), with Yy, = Xy © Xy, denoting the noiseless
observation. It is then easy to see that (54) grows slower (in terms of (1 —28)?) than the percolation
probability.
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