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Abstract

Directed acyclic graphical models (DAGs) are often used to describe common
structural properties in a family of probability distributions. This paper ad-
dresses the question of classifying DAGs up to an isomorphism. By considering
Gaussian densities, the question reduces to verifying equality of certain algebraic
varieties. A question of computing equations for these varieties has been previ-
ously raised in the literature. Here it is shown that the most natural method
adds spurious components with singular principal minors, proving a conjecture
of Sullivant. This characterization is used to establish an algebraic criterion for
isomorphism, and to provide a randomized algorithm for checking that crite-
rion. Results are applied to produce a list of the isomorphism classes of tree
models on 4,5, and 6 nodes. Finally, some evidence is provided to show that
projectivized DAG varieties contain useful information in the sense that their
relative embedding is closely related to efficient inference.

1. Introduction

Consider two directed graphical models (or directed acyclic graphs, DAGs)
on random variables (4, B, C):

A—B—C B+ A—-C (1)

(See [1] for background on graphical models.) In this paper, we will say that
these two models are isomorphic (as graphical models). Roughly, this means
that after relabeling (A < B), the two resulting models describe the same
collection of joint distributions P4 p,c. Note that the so defined isomorphism
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notion is weaker than the (directed) graph isomorphism: the graphs in (1) are
not isomorphic.
On the other hand, there does not exist any relabeling making (1) equivalent
to
B—-C+ A (2)

In fact, a simple exercise in d-separation criterion shows that (1) and (2) list all
possible isomorphism classes of directed tree models on three variables. How-
ever, note that the above DAGs are all isomorphic as undirected graphs.

The goal of this paper is to provide (computational) answer to: What are
the isomorphism classes of directed graphical models on n nodes?

Note that when variables (A, B, C) are jointly Gaussian and zero-mean, then
conditions such as (1) can be stated as algebraic constraints on the covariance
matrix:

E[AB|E[BC] = E[AC|E[B?]. (3)

This suggests that checking isomorphism of models can be carried out via al-
gebraic methods. Indeed, one needs to recall (see [2]) that graphical models
equality can be tested by restricting to Gaussian random variables.

In this paper, we associate with every DAG two subsets of covariance ma-
trices:

e all non-singular covariance matrices satisfying DAG constraints (denoted
loc(G) NIt below)

e all covariance matrices satisfying DAG constraints (denoted loc(G) below)

We give an analytic result: while loc(G) is not necessarily (Euclidean) closed,
closures of both sets coincide.

Next, we switch to the algebraic part. Due to the analytic fact above, much
simpler equations for non-singular matrices can be used to completely charac-
terize the Zariski closure of loc(G) (denoted X below). Aesthetically pleasing
is the fact that X is always an irreducible complex variety (affine and rational).
Furthermore, two graphical models G and G’ define the same set of conditional
independence constraints if and only if Xg = X¢v.

For large graphs it is important to reduce the number of equations needed
to describe Xg. The natural set of equations (denoted Ig below) turns out
to be too small: its solution set V(Ig) contains X and a number of spurious
components. We show how to get rid of these spurious components, proving
that

Xe=V(g:05")),

where 6y is an explicit polynomial (and establishing Conjecture 3.3 of Sulli-
vant [3]). This provides a convenient method for computing X¢. After these
preparations, we give our main result: isomorphism question G LG s equiva-
lent to comparing intersections of X and X with a certain invariant variety.
We give a randomized algorithm for this and apply it to provide a list of iso-
morphism classes on 4,5, and 6 nodes.



The question of DAG isomorphism does not seem to have appeared else-
where, though the closely related question of DAG equivalence (or Markov
equivalence [4]) is well-studied. As mentioned in [5], the natural space to work
with when doing model selection or averaging over DAGs is that of their equiv-
alence classes. In practice, the number of DAGs in an equivalence class en-
countered during model selection can be large. Some examples are presented in
Table 4 of [5] where, for instance, the learning algorithm discovers equivalence
classes on 402 nodes with more than 7 x 102! members. However, one should
keep in mind that not all equivalence classes are as large. In fact, Steinsky [6]
showed, by a recursive method, that roughly 7 percent of equivalence classes of
graphs with 500 nodes or less consist only of one element. Recent results [7]
indicate that this ratio is valid asymptotically as well. Such classes appear to
be the most common type of equivalences classes of DAGs [8]. In general, it is
expected, based on observations on small graphs, that the ratio of equivalence
classes to DAGs be around 0.27 [8][9]. Nevertheless, some equivalence classes
(such as those that appear in [5]) are quite large. This has motivated the need
to represent DAGs, and among the representatives that are relevant in this re-
gard are the essential graphs! [4] and the characteristic imsets [12]. Both these
methods have a combinatorial flavor and this work provides an algebraic alter-
native. The word algebraic here means commutative-algebraic, unlike in [12].
We remark that the two mentioned methods can also be applied to solve the
isomorphism problem. For instance, using the results in [4] one can reduce DAG
isomorphism to the isomorphism of certain directed multi-graphs. In fact, this
gives a sense of the inherent computational difficulty involved in working with
the isomorphism class of a DAG.

While the notion of Markov equivalence makes sense in the setting of [5],
there are situations where it is natural to want to work with the isomorphism
class of a DAG— the Markov equivalence class modulo permutations of variables.
For instance, the recent results in [13] imply that there is a precise sense in
which the isomorphism classes of all large graphs that admit efficient inference
are related to graphs that look like the (unlabeled) trees listed in Figure 1, but
are far from the complete DAGs. An exact description of such models, however,
is problematic by the subsequent results in [13]. It thus appears reasonable to
find good ways to approximate them, and for that we resort to the family of
projective varieties.

It is also important to mention that the idea of associating an algebraic
variety to a conditional independence (CI) model has been previously explored
in a number of publications, among which we will discuss [14, 15, 16, 17, 18,
19, 20, 21, 22, 23]. Some of our preparatory propositions can be found in the
literature in slightly weaker forms and we attempt to give references. The main
novelties are:

IThe essential graphs were originally known as completed patterns and were introduced
in [10] as the maximal invariants associated to equivalence classes of DAGs. They were also
studied in [11] under the name maximally oriented graphs.



e We essentially leverage the directed-graph structure of the model (as op-
posed to general CI models) to infer stronger algebraic claims. In par-
ticular, our treatment is base independent — although for readability we
present results for the varieties over C.

e We present a computational procedure for answering the isomorphism
question.

1.1. Preliminaries

Directed acyclic graphical models are constraints imposed on a set of prob-
ability distributions:
Definition 1. A directed acyclic graphical model (DAG) G/k is the data:

o A set of indices [n] := {1,--- ,n} that are nodes of a directed acyclic
graph. We frequently assume the nodes to be topologically sorted, i.e.,
i < j whenever there is a path in the graph from i to j.

A list Mg of imposed (a.k.a local Markov) relations
i 1L nd(i)pa(i) @

where pa(i) denotes the set of parents of i € [n] and nd(7) is the set of
non-descendants of i in the directed graph.

A subset ./\/lg)po of topologically sorted local Markov relations:

i L md(i)n{j:j <i}t|pa(i) ()
e A set of G-compatible joint probability distributions
Loc(G) :={Px|I L J|IK € Mg = X; 1L X;| XK},

where X is a k™-valued random variable?.

A set of implied relations

Ca = Npyeroc){I WL J|K st Xp 1L X[ X}

Given a collection of such models, it is often of interest to find representatives
for their isomorphism classes (see also [14, 15])— these are models that have the
same compatible distributions modulo labelings of variables:

2We mostly work with k = R or C. Since R and C are measurably isomorphic, it does not
matter which one we pick. We write G/k if we need to emphasize the base field k.



Definition 2. Let Q be a permutation invariant family of distributions. Two
DAGs G,G’ are called Q-equivalent if

Loc(G)N @ = Loc(G') N Q.

When Q is the set of all distributions, we call such models equivalent. Likewise,
two DAGs G,G’ are called Q-isomorphic if

Px,-x, €Loc(G)NQ <= px_ )X, € Loc(G)NQ

for some permutation w of indices. When Q is the set of all distributions, we
call such models isomorphic and denote the isomorphism class of G by [G].

We shall mainly focus on characterizing isomorphism classes of DAGs. A
related question is that of understanding the structure of conditional indepen-
dence constraints — see for the case of discrete random variables [16, 17, 15],
positive discrete random variables [18], non-singular Gaussians [14], and gen-
eral Gaussians [19].

Let H = Hy x --- x H, be a product measure space endowed with the o-
algebra H = H1 ® -+ ® H,,. We assume that H; is measurably isomorphic to
R and that H; is a Borel o-algebra for all 7. The next property, factorization,
relies on a digraph structure and pertains only to DAGs:

Definition 3. A probability measure P defined on (H,H) is said to factorize
w.r.t a DAG if it can be written as

P(A) = AHKipa(i)(dxi|xpa(i)) VAEH,

where K;jpa) s are conditional probability kernels (which exist by [24, Theorem
2.7) and K;jpagi) (dei|pag)) = pi(dzs) if @ has no parents in G.

Given a DAG G, we denote by Fac(G) the set of distributions that factorize
w.r.t G. It is known (c.f. Section II.A) that

Fac(G) = Loc(G).

This means that two DAGs are equal (isomorphic) in the above sense if and
only if they factorize the same set of distributions (modulo the labeling of the
variables).

1.2. Notation

e N is the set of real valued Gaussians
e Nt is the non-singular subset of N.
n+1
e ¥ = [0y;] is the affine space C("2") of Hermitian n x n matrices.

e YT is the positive semi-definite (PSD) subset of X.



e YT is the positive definite (PD) subset of 3.

e Y*is the subset of matrices in ¥ with non-zero principal minors3.

e 3 is the subset of & consisting of matrices with ones along the diagonal.
We also set S £ SN 8T, St 28NSt and S+ £ SN2

e loc(@G) is the set of covariance matrices in Loc(G) N N.
e fo is the rational parametrization defined in II.B.

e Given S C %, [S] and [S]z are its standard and Zariski closures?, respec-
tively.

e Given S C X, I(5) is the ideal of polynomials that vanish on [S]z.

e Given an ideal I, the associated algebraic set is given by
VI)={xeC"|f(x)=0 Vfel}.

o X¢ = [loc(@))z, pa = I(Xa), Xa £ [loc(G) N3 z.
e Y is the closure of XG inside P(g)

1.3. Owverview of main results

Our main purpose is to show that the computational tools in algebra are
relevant for addressing the following problem:

Problem 1. Given two DAGs, determine if they are isomorphic.

Our starting point is to show that isomorphism and N T-isomorphism are
equivalent for DAGs (see Section I1.C). It is well known that checking N*-
equivalence reduces to checking equality of algebraic subsets inside the positive
definite cone (see for instance [20, 21, 22, 3]). This follows from the next propo-
sition:

Proposition 1 (Lemma 2.8 in [25]). Let X ~ N(u,0) be an m-dimensional
Gaussian vector and A, B,C C [m] be pairwise disjoint index sets. Then X4 1L Xp|X¢
if and only if the submatriz o ac,pc has rank equal to the rank of occc. More-
over, X4 I Xp|Xc if and only if X, L Xp|Xe for alla € A and b € B.

Remark 1. Note that the rank constraint is equivalent to vanishing of the minor
|oacr o] for a mazimal C' C C such that X¢» is non-singular 5.

3Note that ¥* is Zariski open, while £+, %%+ are described by inequalities.

4The closure is always taken inside the affine complex space.

5A vector random variable is said to be non-singular if its distribution admits a density
w.r.t. product Lebesgue measure.



Proposition 1 enables us to think algebraically and/or geometrically when
deciding Gaussian equivalence. Indeed, it states that loc(G) N T+ can be
identified with the positive definite subset of the real solutions to the polynomial
equations generated by the implied relations in G. Working with such subsets,
however, is not convenient from a computational point of view. This motivates
the next problem:

Problem 2. Give an algebraic description of loc(G).

Let Jg be the ideal generated by the minors |0iK,j k| of the implied rela-
tions ¢ L j|K € Cg inside C[X]. Similarly, the minors of imposed relations
of G generate an ideal I C Jg in C[X]. Note that this ideal coincides with
that generated by the toposorted imposed relations. The corresponding ideals
generated inside (C[f)] are denoted by I G, Ja. With the established notation, for
example, Proposition 1 implies

V(Ig) NSt nR(E) = loc(G) N T+ (6)

We address the above problem by identifying X with an irreducible component
of V(Ig). It is a curious fact that the points in V(Ig) N £+t correspond to
covariances of circularly symmetric Gaussians that satisfy the CI constraints of
G/C. Thus if we work with complex Gaussians, we may avoid intersecting with
the reals in (6).

In Section II, we first prove some geometric results, which can be summarized
in the following diagram

ImfeNYt=1loc(G) Clloc(G)NE*TT] c  Xg
Ut ) I
loc(G) NS+ V(lg) V(Ie) Nz

The same inclusions hold if we replace (Ig, %) with (I, ), ¥* with 2+, or
IG with Jg.

It is known that [loc(G) N XTT]z is a complex irreducible rational algebraic
variety, cf. [3]. Here we further show that it coincides with X and char-
acterize pg = I(X¢) in two different ways: as the saturated ideal of Iy at
00 = [Tacpn(13aal) (Conjecture 3.3 in [3]), and as the unique minimal prime
of I contained in the maximal ideal m; at the identity. We thus have the
following relations inside C[X]:

Ig CJg CS ' JgNC[E] =S IgNC[Y]

= I(IOC(G) N Z—H_) =pg Cmy,
where S = {6%|n > 0}. One can replace (loc(G),%) with (loc(G) N %, %) in
the above. We note that the above relations hold verbatim over Z[X] and other

base rings. Our main statement, shown in 2.5, is that two DAGs G,G’ are
isomorphic if and only if

ST gnCE! = ST g nCx)™.



We use the above results to provide a randomized algorithm for testing DAG
isomorphism in 2.7. Section III concerns the special case of directed tree models.
In particular, we show that Ir is a prime ideal for a tree model T and hence
Ip = I(loc(T) N'E). This is analogous to primality of Jp, the ideal of implied
relations, shown in [3] (see Corollary 2.4 and Theorem 5.8). We thus have that
two directed tree models T and T are equal if and only if Ip = Ip. Moreover,
we use our randomized algorithm to list the isomorphism classes of directed
tree models for n = 4,5, and 6 nodes. The number of isomorphism classes of
directed tree models found by our procedure is 1,1, 2,5,14,42,142, ... for n > 1.
Curiously, the first 6 numbers are Catalan but the 7th is not.

2. Main results

2.1. Factorization and local Markov properties

In this section we show that isomorphic DAGs factorize the same set of
probability distributions modulo the labeling of the variables. A theorem of
Lauritzon (see [1, Theorem 3.27]) says that a non-singular measure satisfies the
local Markov property if and only if its density factorizes. Let (H,H) be as in
Definition 3. One can further state:

Proposition 2. Let G be a DAG and P a probability measure defined on (H,H).
The following are equivalent:

1. P factorizes w.r.t to G.
2. P satisfies all imposed constraints (4) w.r.t G.

3. P satisfies topologically sorted constraints (5) w.r.t. G.
In particular, Fac(G) = Loc(G).

Proof. 1 = 2 =— 3 are obvious. We show 3 = 1. The main step is
to show that if 1 1L 3|2, then there exists a conditional probability kernel K3,
such that for all A € Hz we have

/K3|12(~A"r17$2)dPX1X2 = /K3|2(«4|$1)dPX1X2-

The general result then follows from this by induction. Note that the inductive
step requires P to satisfy only the toposorted constraints of G. Without loss of
generality, let K33j12 and Kjj3 be regular branches of conditional probabilities.
Set

K3|2(.A|{,172) ::/K3|12(A|x1,$2)K1|2(d:v1\x2).

We want to prove that Kz is a regular branch of conditional probabilities
Px,|x,. Clearly, K3j2(-|22) is a probability measure for all z». Now fix A € Hs.
By [24, Theorem 1.6.3], K3j2(A|-) is measurable as well, hence, it is a regular
branch of conditional probabilities.



Claim: K33 = Kj3j12. Suppose this is not the case. Then there exists € > 0
such that
A = {K3j12(L]z1,72) > K312(L|z2) + €}

has non zero probability for some £ € Hs. Let F; be the o-algebra generated
by X;. By the local Markov property
E[lela]l =E[EF ,[1c14]] = E[14EF, [1.]]

= / K3|2(£|(£2)dPX1X2.
A

Now by direct computation
E1214] =/ Kjji2(L]z1, 22)dPx, x,
A

> [ Kup(Llza)apy,x, + cBlLA
— E[lc14] + P[],

which is a contradiction. This completes the proof. |

2.2. Weak limits of factorable Gaussians

This section provides a characterization of the singular distributions in loc(G)
as the weak limit of sequences in loc(G) N L++. Note that since (H,H) is a
topological space, weak convergence Py, 5 Py is well-defined .

We note that in the case of Gaussians X,, ~ N(0,0,), X ~ N(0,0), Px, — Px
is equivalent to o, — o in the standard metric.To characterize loc(G) N ON T,
we shall find it useful to work with the parametrization

Xi = Zain]‘ + wiZi, (7)
j<i
where Z;’s are independent standard Gaussians. Suppose that ao;; = 0 for
all (i,j) ¢ E, where E denotes the set of (directed) edges of G. Then this
parametrization gives a polynomial map f¢ : RIEI+n R(”;rl), sending {aij, wi
to cov(X). Indeed, starting from (7), one can write

Oik = E Q05K + WiYik
j<i

where v, = Cov(Z;, Xi), o0 = Cov(X;, Xi). Note that v, = 0 for k < 3.
With this notation, we can write

*
Vii = E QijVkj + wiik = E Vij O + wibik.
J>i J>i

Set I' := [4;5], A = [ay;], Q := [wy], ¥ := [04;]. We can write the above equations
in matrix form:

Y=AS+QI, T =TA"+0Q.



Hence,
Y=(-A)"1Q*I - A"

The image of fg is Zariski dense in [loc(G) N X+T]:

Proposition 3 (Proposition 2.5 in [3]). Let G be a DAG and E be its set of
edges. Then [loc(G)NYETT]z is a rational affine irreducible variety of dimension
n+ |E|.

The next Proposition shows that
X = [loc(G)N T 2.
Proposition 4. Let G be a DAG. Then
(a) loc(G)NETT is dense in loc(G).
(b) loc(G) Nt is dense in loc(G) N 3.

Proof. For part (a), we want to show loc(G) C [ImfgNE+T]. Given a Gaussian
X € Loc(@), start with a representation

Xi = ZOZUX]' + wiZi,
j<i

where Z;’s are i.i.d. Gaussians. We need to show that there exists a G-
compatible representation {agj, w;} for X ie., a;j = 0 for all adjacent nodes i, j
in G. We may assume by induction that the a;;’s are G-compatible for i, j < n.
Now write

Xn = Xpa + Xnpa + wWnZn,

where

Xpa= Y inXi, Xopa= > X,
i€pa(n) i€([n—-1]\pa(n)

Note that, for general random variables A, B, C, we have
Al (B+0O)|C < Al B|C.
It thus follows that
Xnpa(n) A Xnpa(n) +@nZn|Xpa(n)-
Now observe that for independent random variables A, Z
Al A+Z = E[(A+ 2)A] =E[A+ Z]E[4],

which implies E[A4%] = E[A4]?. In particular, if A is a Gaussian then it must be
a constant. It follows from this observation that Xy;pa(,) is a linear function of
Xpa(n), 58Y Xnpa(n) = ¢Xpa(n)- The G-compatible a;,’s are then obtained by
setting of,, = (1 + ¢)ayy, if i € pa(n) and o}, = 0 otherwise.

10



For part (b), given o € loc(G) NS+, we can find a sequence o, in loc(G) N
Y+ that converges to 0. Pass to a subsequence with o;; # 0 for all i. Normalize
the coordinates (using the defining equations) along ¢;;’s to obtain a sequence in
loc(G) N =1+, Normalization is continuous around o. Thus, the new sequence
convergences to o as well. |

Remark 2. The above proof also shows that loc(G) = Imfg NXT.

This proposition shows that X contains all G-factorable Gaussians. There
are, however, (singular) covariances on X that are not G-compatible. In other
words, unlike independence, conditional independence is not preserved under
weak limits as shown in the following example.

Example 1 (loc(G) is not closed). Let X,, ~ N(0,1), W, ~ N(0,1) be in-
dependent Gaussians. Set Z, = X, and Y, = %Xn + @Wn. Then

Xn AL Zn|Yn, Wn fO?” alln and PXW,7YW,7Z’H7WW, ﬂ) PX,Y,X,W with X ~ N(O, 1), W ~ N(O, ].)
and Y = W. However,

X L X|W.
Thus the closure of loc(G) NS+ strictly contains loc(G) N .

Remark 3. In general, the weak convergence of the joint Pxuy — Px does
not imply that of the conditional kernels PX_(W,)|X<n) it Px,x,- 1If the latter
conditions are also satisfied, then conditional independence is preserved at the
(weak) limitS.

2.8. DAG isomorphism
The next result states that isomorphism of DAGs can be decided inside N/ 7:

Proposition 5 (Theorem 5.1 in [2]). Let G,G’ be DAGs. Then the following
are equivalent:

(a) G and G’ are equal.
(b) G and G' are N -equal.
(c) G and G’ are Nt -equal.
This property is also known as the faithfulness of Gaussians in the statistics

literature (cf. [26]). Let us point out that, in general, N "-isomorphic models
are not A/-isomorphic as shown in the next example.

6This follows directly from the lower semi-continuity of divergence.
"This statement generalizes to the class of chain graphs. See [2] for details.

11



Example 2. Consider the models

Gy:113]2 & 1123 & 2131
Go:11.21 3
A non-singular Gaussian belongs to the first model if and only if it belongs to

the second model. However, a Gaussian X1 = Xo = X3 is only compatible with
the first model.

2.4. DAG varieties and ideals
Here we provide some algebraic and geometric descriptions for loc(G):

Theorem 1. Let G be a DAG and let 6 = [] 4, (X a4l)-
(a) There is a Zariski closed subset Bg so that
V(Ie) = X¢ UBg
where Bg C V(6y) = {6y = 0}.

(b) Letpe = I(loc(G)) so that Xg = V(pg). Then pg is a prime ideal obtained
by saturating Iq
pe =S g NC[E] (8)
at the multiplicatively closed set S = {0y,n=1,...}.

(¢) X¢ is smooth inside ¥°.

Remark 4.
(a) In Theorem 1b, we can replace I with Jg.

(b) It follows that V(Ig) and V(Jg) do not miss a single G-compatible Gaus-
sian, but can add some bad components to the boundary OXTT. Theorem
1b states this in algebraic terms and provides a proof of Conjecture 3.3 in
[8]. Theorem 8 in [23] gives an analogous result for the implied ideals of
discrete random variables.

(¢) In Theorem 1b, one can replace 8y with the product of principal minors
|ok k| where K appears as a conditional set in some imposed relation i 1l j|K.

(d) There are many equivalent ways to recover pg from Ig besides (8). Indeed,
(e.g. [27, Chapter 4]) we have

pe =g :05")
for all m sufficiently large. Another characterization is from primary de-
composition of Ig:
Ic =pcNai---qr,

where pg is the unique component that is contained in maximal ideal m,
corresponding to covariance matrix x with non-singular principal minors
(e.g. identity).

12



(e) One can ask if Theorem 1 generalizes, i.e., if [V (Ig)NSt 1]z = [V(Ig)NZz
for any conditional independence model G. This is equivalent to asking if
some component of V(Ig) can intersect ¥° but avoid ¥, This question
appears in [28], and remains open so far as we know.

Proof. Let us consider the ring S~'C[¥] and if 45 is an edge in G or if i = j, call
0;; an edge variable and the rest are non-edge variables. Denote by Ycqge the
subspace of ¥ = [0;;] corresponding to the edge variables. Note that the ideal
S~'I5 has one generator gi; for every non-edge variable o;;. This generator
corresponds to the constraint ¢ 1L j|K where i < j and K C {k : k < j} are
parents of j and we have

9ij = 0ijlok K| — hij .

Here |oxk| and h;; are polynomials in {o44,a < b < j}. Now introduce a
lexicographic ordering on pairs (4, j)® and among all non-edge variables entering
into polynomial on the right consider the maximal one — denote it oy ;. This
variable has its corresponding generator:

gi/j' = O-i'j/ |O'K/K/‘ — hi’j"
Thus multiplying by a suitable power of |0k /| we can write
ok k0["gij = lok k|"(035l0k K| = hij)

and now every occurrence of |0k k|0 we replace with g;/;» + hi/ ;. In the end
we obtain
T I i
|UK’K’| Gij = OijU;; — h’ij )
where the expression on the right no longer contains o ;- or any larger (w.r.t.
ordering of pairs) variable. Thus, repeating similar steps in the end we obtain
expression:
Yij9ij = OijUiy — hij
where we have:

1. 75 = 7:5(o) is a polynomial with Z-coefficients.
2. 7;; and @;; are units in ST'C[X] (equivalently, they divide " for some
large enough m).

3. ;5 and ﬁij are both polynomials with Z-coefficients in edge variables o
with a < b < j.

Consequently, since 7;;’s are units we have

SflIG = (Uijﬁij - ilija (4,7)— non-edge) 9)

8For instance, take (,4) < (i/,5') if i < i’ or i =4’ and j < j’ in the topological sort.

13



Note that on one hand pg = I(X¢) contains I. On the other hand, by Propo-
sition 3 and (9) any minimal prime above S™!'Ig has codimension equal to
S~ 'pg. Thus, if we show that S~'I; is prime we must have

S_lfg = S_lpc

and after intersecting with C[X] conclusion (8) and the rest of the theorem
follow.
To that end let g = g(0edge) be the product of all 4,;. Let & be the identity

matrix
Soi = 1 1=y
Y0 i#y

" C[X] — C[Eedge][l/g}

and let

be the ring map associated to the rational map Ycgge Ay given by

hi' Tedge ..
@ Oedge F7 | Oedges = J( ds )7(7’5‘7)7 non—edge . (10)
Uij(Oedge)

First note that ¢ is a C-point of C[¥eqge][1/9g] since
0o(0) =1, glog" = g(o) # 0.
Thus we can form a commutative diagram

(C[E] fi (C[Eedge] [1/9]

ev;,\~ ‘/eV&edge
C

Chasing 6y from C[X] to C in two different ways gives 6y ¢ ker ¢*, and thus
©*(6p) = h/g™ for h # 0. Localizing C[Xeqge][1/9g] at h gives a diagram

~

- * ~
e Pgh S

-
-
‘. * N

s

CIZ] & ClSeagel[1/9] 2o C[Soagell1/gh]

4

Note that ¢y, sends p to a unit. Hence, by the universal property of
localization (see [27, Proposition 3.1]), it extends to a map

P+ STIC[E] = C[Zeagel[1/9h] (11)
Oij '—)@*(Uij),l/oo—)gm/h (12)

that is onto and has S™'Ig as kernel. To verify the latter claim, take s in
the kernel of (11) and write it as § = Pedge + sz ij-(0i; — hij/U;;) where
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¢ij € STIC[X] with (4, j)-non-edge, and pedge is a polynomial in eqge. This can
be done by virtue of the binomial theorem:

i s .. B B
n 1) () n n n—1
7= (G- g o) = (3" + () oy~ 5

Then ¢*(s) = Pedge, and thus ¢*(s) = 0 gives pedge = 0, that is s € S~ . The
reverse inclusion is obvious.
This establishes isomorphism of rings

S_I(C[Z]/S_l-[G = C[Eedge][l/gh]v

which implies that S~!I5 is prime, and that each local ring of X NX*is regular
(since all local rings of C[Eeqge|[1/gh] are regular).

Geometrically our proof corresponds to constructing a birational isomor-
phism:

P
Zedge ou _|M’ V(IG) nxe

s
~ -

™

where U = D(gh) is a distinguished open, @y is obtained by restriction of
the map given in (10)(p is regular on i), and 7 is the projection from X to
Eedge- u

Alternatively, we can choose to prove our results over C[2]. Recall that X¢
is defined as [loc(G) N X+ T] 4.

Theorem 2. Let G be a DAG and let 0y = HAC[n](|2AA|)' With the notation
of Theorem 1,

(a) XG is an affine rational (irreducible) variety of dimension |E| and Xg = XaN
(b) We have R X R
V(i) = X¢ U Bg,
where Bg C {0y = 0}.
(¢) The prime ideal pe £ I(X¢) is obtained by saturating I
pe =S"tigNC[E (13)
at the multiplicatively closed set S = {93, n=1,...}.
(d) X¢ is smooth inside 3°

15



Proof. We first claim that X¢ N 3 is an affine rational irreducible variety that
is smooth inside X Consider the sequence

SIS Y ClSuagel [1/0] % ClSegel[1/30]. (14)

where @;’he is the extended map in (11) and § = g|2,ﬁ = h|g, and ev is the
evaluation map o;; = 1. Observe that

XeNE=V((Ug:0)NV(ker(ev)®) = V((Ig : 0F") + ker(ev)®) = V(Ig : ).

Also note that o o .

(Ig:0m) = S~ ienC[S).
Let us show that S~'/¢ is prime of codimension |E|. Note that gaZ’he is identity
on the generators of ker(ev)®, i.e., wz;f(ker(ev)c) = ker(ev). This implies that
ker(evip i) O ker(pg; ) +ker(ev)©. The reverse inclusion ker(evip ;") C ker(py;)+
ker(ev)€ is obvious. Since both maps in (14) are onto, we have an isomorphism
of integral domains

STIC[R])/(S™ g + ker(ev)®) = C[2] /S g = ClSeage)[1/9h],  (15)

where we used the fact that ker(go;’he) = S~ !Ig, shown in the proof of Theorem 1.

This proves the primality of S *1IAC;, hence, Xg N ¥ is irreducible of dimension
|E|. This further implies that the map (15) is induced by the restriction of the
rational map ¢|s. In particular, this restriction is an isomorphism inside 3
proving the above claim.

Now the proof reduces to shwoing that Xo = XgNY. We know that XN
is irreducible by the above discussion, and that it contains Xa by Proposition
4. Thus the theorem follows if we show that X has dimension |E|. Recall
from Proposition 1 and construction of ¢ that loc(G) N =1+ can be obtained
as the intersection of the image of ¢ with the real subset of S+, ie., it has
the structure of a real differentiable manifold of dimension |E|. Together with
Proposition 4 and [29, Proposition 2.8.14], this implies that

dim(R[E]/Ir(X)) = |El,

where Iz(Xg) is the ideal of polynomials with real coeflicients that vanish on
Xg. Since the set loc(G)NY is stable under conjugation, we have I(X¢) = Ir(Xc)“.
Then the going up theorem implies that X has dimension |F| as desired. B

The next example shows how Theorem 1 can be used to construct pg from
1 G

Example 3. Consider the DAG

4
G:1—>2<l
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The ideal of imposed relations is generated by relations 1 1L 3|2 and 4 1L 1|(2, 3):
Ie = (Jo12,23], |0123,423])-
It has primary components
Ig,1 = (012023 — 013022, 012024 — 014022, 013024 — 014023)
and

2
I = (012033 — 013023, 012033 — 013023, 022033 — 053).

It can be seen that only Ig 1 intersects X°. We thus have pg = Ig,1. Further-
more, Ig,1 is the unique ideal contained in the mazimal ideal at the identity of
Y, and is also equal to the saturation of Ig at f = 0a2(022033 — 033). The ideal
of implied relations is generated by relations 1 1L 3]2,1 11 4(2,1 1 4|(2,3), and
110 3|(2,4):

Jog = <|012,23|, |012,42|, |0123,423|, |0124,324|>'

It has primary components
JG,l = <013U22 — 012023,014022 — 012024,014023 — 0’13024>
and
_ 2
Ja2 = (012,022,024, 053).

Again one can check that Jg1 = Ig1 = S~1Ja N C[Y] is the unique component
that is contained in the mazximal ideal at the identity. Finally, we can see that

—17 - A~ A~ ~ A~ A~ ~ A~ ~ ~ ~
S IgnN (C[E] = <012U23 — 013,012024 — 014,013024 — 014023>

is the unique irreducible component of V(fg) that contains the origin of 3.

Let us point out that X need not be smooth outside of ¥* as the next
example shows:

Example 4. Let G be the Markov chain 1 — 2 — 3. Then Xg = V(022013 —
012093) is a cone and has a singularity at the origin.

2.5. Algebraic representation

Here, we put together the results of the previous sections to give an algebraic
criteria for testing isomorphism of graphical models. We start by a result on
equivalence of DAGs:

Proposition 6. Let G,G" be DAGs. Then G is equal to G' if and only if
Xg = X¢v, or equivalently, if and only if Xqg = Xg.

Proof. If G is equal to G’, then loc(G) = loc(G’) by Proposition 5, and thus
Xe¢ = X¢. Conversely, if Xg = Xgr, then V(Ig) NX* = V(Ig) N Z* by
Theorem la. This implies that V(Ig) N X7 = V(Ig/) N XTT and by (6) that
loc(G) NS+ =loc(G') N T+, Then by Proposition 5 we have G = G’. The
last part of the assertion follows by a similar reasoning. ]
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In what follows, IT = {ms}scs, is the permutation group with induced action
on C[E]: ms(f(oi;)) = f(os@i)s())) where s € S, is a permutation of indices.
The invariant subring {f € C[X]| f o ms = f Vs} is denoted by C[Z]'l. We can
now state our main result:

Theorem 3. Let G,G’ be DAGs and S be as in Theorem 1. Then G ~ G’ if
and only if

S™gnCE! = s~ nC)t. (16)

Proof. By Proposition 6, DAGs G and G’ are isomorphic iff there exists = € II
such that
Xﬂ‘(G) = Xgr.

By Theorem 1b this in turn is equivalent to
m(Xe) = Xer. (17)
To see this note that
Xr) =Vl 1 05") = V(rle : 05")) = 7(Xa)-
Furthermore, since S in Theorem 1 is II-invariant, (17) is equivalent to
7(S7'g)NC[E] = S e NCX]. (18)

Finally, because of primality of ideals in (18), the existence of 7 satisfying (18)
is equivalent to (19) by [27, Exercise 5.13]. [

As before, we can work over C[3].

Theorem 4. : Let G,G’ be DAGs and S be as in Theorem 2. Then G and G’
are isomorphic if and only if

§1ie NCST = 5 NS, (19)

Proof. Recall that X,y = m(X¢). Thus by Proposition 6 we have
W(Xg) =Xg = W(Xg) = XG/.
The rest of the proof is analogous to that of Theorem 3 and is omitted. |

We remark that S~ can be replaced with Jg in the above. The presen-
tation of the results in this form is a matter of convenience. Indeed, there is a
simple way to generate Ig:

e Traverse the graph in the order of the topological sort and set I; := > j<ijer|0ik Kl)
with K := pa(i) for all i.

18



e Output I = > 1.

However, extracting the implied relations of a DAG requires more work.
We also point out that the extra components of V(Ig) (or V(Ig)) are not
invariant across the isomorphism class of G:

Example 5. The DAG

G : I>3—>4

is isomorphic to the DAG G in Ezample 3, but I is a prime ideal. Note how-
ever that Jor = Jr(q) where 7 is the permutation (14)(23). Thus it is necessary
to compute the saturation ideal in (19). We shall see, however, in section 2.7
that one can avoid computing the saturation ideal, and more importantly, the
subring intersection by a probabilistic procedure.

2.6. Changing the ground ring

We briefly note that none of our algebraic arguments depend on the choice
of C as ground ring. In particular, instead of X we could have considered

X¢ = Spec(Z[X]/qc)

where q¢ = S7'Ig N Z[X]. Then we still have that X/, is an integral, rational
scheme over Z, smooth at every point in D(6y) = {6y # 0}. Two graphs G ~ G’
are isomorphic if and only if

ST enZEM = ST e nzZ[X)N.

Furthermore, we can identify X¢ as the base-change of X(; to C: Xg = XX spec(z)
Spec(C). To verify this, one merely needs to check that q% = pe. Indeed Ig
has a Grobner basis (w.r.t any term order) consisting of generators with Z-
coefficients (run Buchberger’s algorithm and clear denominators at the end).
One can thus see, by variable elimination, that pg = S~'Ig N C[X] can be
generated by polynomials in Z[X]. Other convenient choices of rings are Q and
R.

2.7. Randomized algorithm

Theorem 4 shows that testing isomorphism amounts to subring intersection.
Computing this intersection is difficult since there is no easy description available
for generating invariants of C[%]". Another computational difficulty is that of
computing the saturation ideal. This operation does not scale well with the
number of nodes in the model. Here we give a randomized algorithm that
avoids computing both the intersection and saturation ideals.
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Algorithm 1 ISODAG,,

function ISODAG,, (G, G')
Sort G and G’ topologically
Initialize ISO < true,r < 1
while ISO and r < m do
Sample z(;, z¢ respectively from ¢, P, Pg as follows:

of G from Pg

(i)  Sample edge variables &g,

(ii) fori:=2ton do
Solve the (linear) toposorted imposed relations

|&Z'TK,jK| =0, K :=pa(i)

for each non-edge variable 67, j <1

(iii)  end for
(IV) Z&' — (&gdgw o

gonfedge)

(v)  Repeat for G

8 if T(25)NV(Ig) =0orT(zL) NV (Ig) =0 then
9: ISO <« false
10:  end if

11:  r<+r—+1
12: end while
13: return ISO

Let ¢ be the rational map in (10) and denote by ¢ its restriction ¢|g. Let
Y = IFLE‘ and define

U:={yey:ijly) #0,h(y) # 0},
where §, h are as in (14). Note that

Ul > (g - d)g"I7!
with d := deg(§) 4 deg(h).

Now construct a random matrix with uniform distribution Pg on the finite
set U. This can be realized, for instance, by transforming a uniformly distributed
matrix on ) through a kernel Py |x : Y — Y U {0} such that Py x(z|z) =1 if
x € U and Py|x(0]x) = 1 otherwise.Let ¢, Pg be the push-forward of Pg under
¢ and Z4’s be independent random variables with common distribution ¢, Pg.

Given DAGs G, G’, the algorithm ISODAG,, described above constructs m
realizations 287 zg, from Z&, Zg,. It then declares G and G’ to be isomorphic
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if and only if for each i < m, there is some permutation 7 such that both
m(z5) € V(Igr) and 25, € V(w(Ig)) hold. The latter conditions amount, re-
spectively, to checking f/((z)) = 0 and 7(fi)(25,) = 0 for all generators f;
of fG/ and fj of fg. The next theorem shows that the probability of failure of
the algorithm can be made arbitrarily small:

Theorem 5. Let G be a DAG on n nodes and E be its set edges. Let Z¢, be as

in above and set d := deg(§) + deg(h). If G ~ G’, then
P[ISODAG, (G, G’) = yes] = 1.
If G # G, then

n+2d—1

P[ISODAG, (G, G') = yes] < (n! T d

).

Proof. By Theorem 4, the algorithm outputs yes with probability 1 if G is
isomorphic to G’. Now suppose loc(G) ¢ loc(G’). We need to upper bound the
probability that a realization of Zé lands on X¢. Note that Zé takes values
on Xg N It follows from Proposition 6 that a point on X N 3* satisfies
at least one relation of the form |&;x ;x| where i 1 j|K ¢ M. We can
pullback the intersection X N 2N {|6ix x| = 0} to U via the embedding .
This corresponds to replacing the non-edge variables (w.r.t G) of |0,k jx| with
rational functions of edge variables as in (10). Let f;;x be the resulting rational
function. Then the number of points on the intersection is upper bounded by the
number of solutions in Y of {f;;x = 0}. Note that the minor has total degree at
most n — 1 and the largest power of any monomial appearing in the expansion
of such minor is at most 2. Thus clearing the denominators in f;;x gives a
non-zero polynomial of degree at most (n + 2d — 1) in at most |E| variables.
Such a polynomial has at most (n+2d— 1)q|E|_1 roots in ). On the other hand,
U has at least (¢ — cl)q'E‘_1 points. The union bound proves the result. |

If G and G’ are two DAGs on n nodes and E edges, it is easy to verify
that the algorithm can decide equivalence of G and G’ in time O(n3|E¢|). To
test if a sampled point lies on Xg, one needs to solve a sequence of |E€| linear
equations. Each equation involves one missing edge and one minor of size at
most (n — 1) x (n — 1), which requires O(n3) operations to compute (note
that we can do the arithmetics over rationals). This is comparable, in terms
of complexity, with O(n*|E|) operations needed in the essential graph method
(see [4]).

3. Directed tree models

We study the case of directed tree models in this section. The main property
is the following;:
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Proposition 7. Let T be a directed tree model. Then Ir is prime and V(Ir)n
3 = [loc(T) N Y] 2. Furthermore, Xt is smooth everywhere.

This is analogous to primality of Jr shown in [3] (see Corollary 2.4 and
Theorem 5. 8) A direct consequence is that two tree models are isomorphic if
and only if Ip NC[E)™ = I N C[E]M. Tt also follows from the proposition that
Iy = Jp. In 1L E, we give a procedure to generate Ip. To prove primality of Ir,
we introduce a second procedure that uses lower degree generators by modifying
the first step:

e Set Ly = 0.

e Traverse the graph in order of the sort and set K; := pa(i) for all i.

e For all j < i, let K’ € K; be the smallest subset that d-separates j and 1.
Set Lj = Li—1 U{f|f = (loix jx'[)}-

e Output f& = ZfeLn<f>‘

Let us verify Iy = f’T for a tree model T'. Suppose the claim holds on n — 1
nodes and let the first procedure reach node n. Set K = pa(i) and let k be the
separator of nodes ¢ and n for some ¢ < n. The generated polynomial is

_ _| gin  Oir
‘O—’LK,TLK| - oK OKK .
n
This can be expanded as
Oin  Oik
ik mi| = DD eufit Y it
Okn

je{K—k} §,j' €K

which is in the ideal of the second procedure since i is not connected to K — k
and the parents of n are not connected either. Conversely, take the minor

Oin Oik
Okn 1

produced by the second procedure and note that 7 Il K —k and &’ 1L k" for
distinct &', k" € K. By the inductive hypothesis, the corresponding linear forms
are in Ip. Using the above expansion for |0,k x| one can see that this reduced
minor is in the ideal of the first procedure as well. Thus the two ideals are
equal when T is a tree. The first procedure is easy to implement and is what
we use to generate the ideals. The second procedure is easy to analyze and has
useful properties that we exploit later. For instance, it shows that the ideal of
imposed relations of a tree model is generated by quadratic polynomials of type
0ij — 040k or linear forms o;;. We note that the equality of fT and f’T does
not generalize to all DAGs. For instance, in the case of Example 3, I is not
prime whereas fép is prime for all DAGs with n < 4 nodes.

We are now ready to prove that the ideal of the imposed relations is prime
for tree models:
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Proof of Proposition 7. The generators of fT are of the form either &5, — 0461
or 6;;. Then the rational map (11) in the proof of Theorem 1 can be taken to
be a polynomial map. In other words, S~'Iy N C[X] = Ip. It further follows
that XT is smooth. [ |

One can further show that for a certain lexicographic order the generators of
I form a Grober basis. Set d;; = mingep; jg) |7|, that is d;; is the length of
the shortest d-path from ¢ to j. Note that if i 1L j|k is an imposed relation, then
di; > 1. Order the variables as follows: o045 > oy if dij > dyj or dij = dyry
but (i,j) >z2 (i'j'), where 72 is any order on Z?. We also set o;; > 1 for all
variables.

Let a = () be a vector. Denote by ¢® the monomial [] afj“ . Now define the
relation 0% >qag o if the first non-zero coordinate of o — /3 is positive. Note
that >qag is a lexicographic order.

The above order has a pleasant property: the leading monomial of quadratic
relations o;; — 0;,01; generated by CI relations of T' is always the linear form
0;5. We use this to prove that the quadratic and linear imposed relations used
to generate f’T form a Grobner basis w.r.t to this order:

Proposition 8. The generators of f’T form a Grobner basis w.r.t the >=4ag oder.

Proof. Note that f& is generated by linear forms and quadratic relations of
the form o;; — o,0r;. Given two such polynomials, f = o;; — o4x0or; and
' =0y —oyr ok, we can check that the leading terms are linear, and hence,
the resulting S-polynomial

!/
S(f»f ) = 0ik0kj0ij — O4'k/ Ok’ 045,
reduces to zero w.r.t {0;; — OkOkj, Oirjr — O Oprjr }. [ ]

It was asked in [3] (see Conjecture 5.9) if there exists a Grobner basis con-
sisting of square free terms of degree one and two for Jr. The above proposition
shows that this is the case for I (or Jr).

Finally, using the procedure in section 2.7, we list the isomorphism classes of
trees on 4,5, and 6 nodes. See Figure 1. Our computations are done in Magma.

4. Marginalization

Exact inference on a DAG G is the problem of extracting marginals of a
G-compatible distribution. In this section, we establish a connection between
the obstructions to embeddings of Y and obstructions to efficient inference on

G.

Definition 4. 1. Given a DAG G, we define marginalization of G w.r.t N,
denoted by Eln(G), to be the conditional independence model defined by
the implied relations in G
i1l jIK
such that {i,j, K} NN = (.
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2. Let e = |N|. Given a DAG G, define the extension G of G w.r.t N to be
the DAG on n + e nodes whose implied relations are the same as G.

Take for instance the DAG
/ 2 \
G:1 \ / 4
3

To extract the marginal on nodes 1 and 3, one needs to eliminate nodes 2 and
4. A well known problem is that the order of elimination matters. For instance,
eliminating node 4 leads to a “sparse” graph

1
2 / \ 3
whereas eliminating node 2 gives a “dense” graph
1
3 / \ 4

A fact is that the computational effort in sequential eliminations is controlled
by the sparsity of the subgraphs that appear in the process. The problem is
that there is no good way of finding the right elimination order. What is worse
is that, by the recent results in [13], it is even hard to say if such an order
exists or not. The difficulty of inference in a DAG is controlled by the so called
tree-widths of its underlying graph. This is hard to compute for large graphs,
and it thus makes sense to settle for an easier question: what are some necessary
conditions for a good elimination order to exist?

One observation is that having small tree-width implies that, under some
suitable ordering, the graphs that appear in the elimination process have small
tree-width as well, and one can take this as a measure of efficiency for inference.
In the above example, we see that the marginals of interest in G are supported
on the (unlabeled) Markov chain:

M: e ° °

However, the same cannot be said about the complete graph on four nodes.
It is thus useful to know how simple the space of models that support the
marginals of a certain DAG can be. This gives us a notion of complexity of
marginals in DAGs and it is clear that this notion depends on the class of the
model, and not on how the model is represented as a graph. We formalize this
notion as follows:
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Definition 5. (a) Suppose that the nodes in M are a subset of the nodes in G.
We say that M lies below G if

VQyx € Loc(G) 3 Py € Loo(M) st Qyx(A) = / Ky xdPy
A

Likewise, we say that G lies above M.
(b) M is said to be minimal w.r.t the above property if
Loc(M") ¢ Loc(M)
for all M’ that satisfy (a).

(c) The class [M] is said to lie below [G] if (a) holds after some relabeling of
variables (in G or M ).

In other words, M lies below G if the marginal of any G-compatible distri-
bution on the subspace associated to M factorizes w.r.t it. We note that the
elimination of a DAG need not be a DAG (see [30]), but in cases that it is, the
notions of minimal model and elimination model coincide.

The main question of interest is to decide when [M] can lie below [G]. Tt
is clear that an enumerative approach to answer this question is problematic,
even for a small graph M, as the number of possibilities grow exponentially with
the size of the eliminated subset (which grows as M gets smaller). The next
proposition gives a necessary condition.

Proposition 9. Let M,G be DAGs and suppose e := |Vg| — |Var| > 0. Then if
[M] lies below [G], there exists an embedding’ Y < Yase.

Proof. If M lies below G, then its implied relations are satisfied by the marginals
in Loc(G). This gives an inclusion loc(G) C loc(M®), which induces an embed-
ding X < X)s. This embedding extends to the projective closures. |

Example 6. Let G be the complete DAG on n nodes and M be a Markov chain
on m < n nodes. It is clear, from dimension considerations, that [M] cannot
appear below [G].

We use the following proposition later:

Proposition 10. If there exists an embedding of P™ xP! into P™, then m > 2n+
1.

Proof. This is perhaps easiest to see from Bezout’s theorem, which states any
two closed sub-varieties of P of complementary dimension must have a non-
empty intersection. In P™ x P!, there are n-dimensional hyperplanes P x {pt}
that do no intersect, and this remains true after embedding. Thus each hyper-
plane must have codimension at least n+ 1 in the ambient projective space. W

9By an embedding we mean a closed immersion.
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This proposition shows that when m = 1 the Segre embedding P" xP™ s prmtntm+tl
uses the minimal target dimension'®. This can be useful for our purposes.

Example 7. Let G,, be the following family of DAGs
1

N\

2—>n+1—>n+2

n

and M,, be a disconnected V-structure on n + 1 nodes

1

2—>n+1

n

One can check that Yg, ~ P" x P! and that Yye ~ P**. Then [M,] does
not lie below [G,] by the above proposition. This example is tight, in the sense
that [M,,_1] does lie below [G] as eliminating the nodes n+1 and n+ 2 makes
G, completely disconnected. In particular, Go does not lie above @ o — .

The examples above are special in that they all involve smooth projective
varieties, and this is hardly an attribute of projective DAG varieties. Additional

effort will be needed to deal with singularities.

Example 8. Consider the DAG

We want to show that for all n, [G] does not lie above [M] where [M] is the
class of a V-structure ¢ — o < o. The extension [M€] of a V-structure to four

nodes is the DAG

101n the general case, there are embeddings P™ x P™ —» P2(m+n)=1 3nd these can be shown
to have the smallest target dimension.
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Suppose that [M] is below [G] to obtain an embedding ¢ : Yo — Yare. We note
that I s smooth everywhere except at the vertex of the affine cone over P! x PL.
Blowing up Yare =~ P5 at 1(p) gives a commutative diagram:

Bl,(Ye) — Bl (Yare)

o

Yo ——— Yy

Since the property of being a closed immersion is stable under base change, it
follows that the map Bl,(Ye) — Bl (P®) is an embedding (see corollary I1.7.15
in [31])We note that Bl,(Ilg) is smooth, and has the structure of a P'-bundle
over P2 x P!, Likewise, the blow-up Bl,p) (P?) is a P'-bundle over P*. In other
words, after blow ups, we get projective bundles over DAG varieties

Bl,(Ye) —> Bl (Yase)
]P)l-bundlel l]?l-bundle

YG/ —_— YM/

where G’ looks like

and M’ is

One can check that Pic(Bl,,)(Yg)) = Z* while Pic(Bl,(Yye)) = Z*. If an
embedding exists, BI(Yg) must be isomorphic to a smooth codimension one sub-
variety in Bl,(Yare), which has Picard group isomorphic to 72 by the Lefschetz’s
hyperplane theorem. This example shows that if two Markov chain relations fit
in a DAG, they cannot combine to produce a pure independence relation. The
fact that the relations fit in a DAG is essential here.
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It is common to encounter DAG varieties that do not have a simple geometric
description as in the above families. One can work with numeric invariants in
this case.

Example 9. Let us check if the DAG

d
G:1
AN

lies above M : @ — o — o. There is an embedding v : Yo — P'® defined by
the ideal sheaf Zgz. If [G] lies above [M], then there must exist an irreducible
quadric hyper-surface in P that contains the image of v. This means that the
map T (P15, Op15(2)) — T(P®, 1,0y, (2)) has an irreducible quadratic polynomial
in its kernel, which corresponds to a global section of I (2). Using Magma,
we compute the Hilbert polynomial of I and conclude that h°Zg(1) = 2 and
h%Z5(2) = 31. Thus there are 2 linearly independent hyperplanes'! that contain
the image of . These in turn give 31 reducible (and thus no irreducible) quadrics
containing the image. This shows that [G] does not lie above [M].

Proposition 11. Let M be a Markov chain on three nodes and G be any DAG
on n nodes. Set a; := h®(Zg(i)). Then [G] lies above [M] if and only if

ag—%(nz—n—al +3) > 0.

This section justifies the following questions: 1) what are some invariants of
DAG wvarieties that are useful for ruling out embeddings of the above type? 2)
how are such invariants related to the combinatorial data of the DAG? 3) when
can the numbers a; be read from the Hilbert polynomial of I ? We plan to come
back to these questions in a future paper.
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Figure 1: Isomorphism classes of directed tree models on 4,5, and 6 nodes. The
double arrows are essential.
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