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ABsTRACT. Viewing Transformers as interacting particle systems, we describe
the geometry of learned representations when the weights are not time-dependent.
We show that particles, representing tokens, tend to cluster toward particular
limiting objects as time tends to infinity. Cluster locations are determined by
the initial tokens, confirming context-awareness of representations learned by
Transformers. Using techniques from dynamical systems and partial differen-
tial equations, we show that the type of limiting object that emerges depends
on the spectrum of the value matrix. Additionally, in the one-dimensional case
we prove that the self-attention matrix converges to a low-rank Boolean ma-
trix. The combination of these results mathematically confirms the empirical
observation made by Vaswani et al. [29] that leaders appear in a sequence of
tokens when processed by Transformers.

1. INTRODUCTION

The introduction of Transformers in 2017 [29] marked a turning point in the AI
revolution, powering breakthroughs in natural language modeling and computer vi-
sion. With remarkable empirical success, Transformers enable large language mod-
els to compute very powerful representations using the self-attention mechanism.
Yet, little is known about the geometric structure of these representations. As the
size of these models grows at an astonishing rate, the need to understand their
inner workings is becoming a pressing scientific challenge. In this work, we make a
first step in this direction by describing the geometry of learned representations.

To provide a transparent presentation of our findings, we take a leaf out of the
literature on continuous-time dynamics such as neural ordinary differential equa-
tions (ODEs) [3, 34, 11]. By viewing layers as a time variable, this formalism has
emerged as a flexible mathematical framework to implement and study ResNets [12]
as particular discrete-time versions of a parametrized dynamics of the form

o(t) = fo(x(t)), te[0,T].

Here 6 is the trained parameter of a neural network and fy is characterized by the
precise architecture of the ResNet'. In turn, an input (e.g., an image) z(0) € R? is
mapped to its representation x (7).

Unlike neural ODEs and ResNets, the representation map of Transformers is
not solely a function of an individual input z(0) € R? but rather of a set/sequence
(21(0),...,2,(0)) of n > 1 d-dimensional tokens. These tokens then evolve in
time by interacting with each other per the self-attention mechanism. Namely,

LA classical choice is 6 = (W, A, b) € R3%d x RIxd x Re and fy(z) = Wo(Az + b) where o is
an elementwise nonlinearity such as the ReLU ([13]).
1
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following [28], we view tokens as particles, and the transformer dynamics as an
interacting particle system of the form

xl(t) = Zn: Pij(t)vxj(t)v te [0’ +OO)7 (11)
j=1

for any ¢ € [n], where P;;(t) are the entries of a n x n stochastic matrix P(t), given
by

Q1)K (1)) o
TS QunKa(®) (i) € [n]-

Py(t) (1.2)
Here the matrices @ (Query), K (Key), and V (Value) are learned from data.
Note that @, K need not be square. The n x n matrix P(t) is called self-attention
matriz. The wording attention stems precisely from the fact that P;;(¢) captures
the attention given by token ¢ to token j relatively to all tokens ¢ € [n]. The
matrices @ and K in (1.2) warp the geometry of the input tokens, so that a trained
attention matrix contains weights which indicate semantic relations between words.
Such conclusions have been drawn in the context of language processing tasks in
[29, Figures 3-5].

Our goal is to showcase the fact that self-attention, which itself is the core
novelty of Transformers, entails a clustering effect. To that end, we focus on the
pure self-attention dynamics described in (1.1). In particular, we do not model
variations such as multiple heads, feed-forward layers, and layer normalization that
are typically adjoined to self-attention dynamics of (1.1). However, on this last
point, we note that our theoretical findings indicate that without any normalization,
the dynamics (1.1) can diverge in some (or even all) directions over time. We leave
these additional questions for future research; see Section 12.

1.1. Our contributions. The goal of this
paper is to characterize clustered represen-
tations of a trained Transformer by study-
ing the asymptotic behavior of a sequence
of tokens (x1(t),...,z,(t)) as they evolve
through the layers of a transformer ar-
chitecture using the dynamics (1.1). In
thi.S setup, a Trans'former is C.ompletely de- Figure 1. For V — Iy tokens cluster
scribed by the weight matrices (Q, K, V) toward the vertices of a convex polyt

. . .. polytope
obtained during training. Note that we as- (Theorem 3.1).
sume that these three matrices are time-
independent. While this assumption is motivated by mathematical convenience,
it is worth noting that such weight-sharing scenarios are in fact used in practice—
see, e.g., ALBERT [20]—as they drastically reduce the number of parameters of a
network.

With parameters (@, K, V) fixed, tokens are subject to collective dynamics that
we call transformer dynamics. While these dynamics are reminiscent of existing
models for opinion dynamics and flocking, they present they own mathematical
challenges requiring ad-hoc tools to study their asymptotic behavior.

The main conclusion of our analysis is that the set of tokens {z1(¢),...,2,(¢)},
appropriately rescaled, tends to a clustered configuration as t — oo. Our theo-
retical findings justify the empirical observation made in [29] that leaders appear
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in a sequence of tokens when processed by Transformers. We now list our main
contributions.

(i) As a warm-up to the geometric characterization of the limits of sequences of
tokens, we show in Section 2 that when d = 1 and V' > 0, the self-attention
matrix P(t) converges to a low-rank matrix with entries 0 and 1 as ¢ — +0o thus
revealing the emergence of a small number of leaders that drive the transformer
dynamics. The restriction d = 1 follows from technical considerations, and some
pathological phenomena may occur in higher dimensions (see Remark 7.9). But
numerical experiments (as well as past empirical work) indicate that the result
may extend to higher dimensions for almost all initial sequences of tokens. The
proof is given in Section 7.

(7i) In Section 3 we first focus on the case V = I; as a natural canonical choice
that enables us to establish some of the main tools of the paper. We introduce
a time re-scaling reminiscent of the layer normalization heuristics to alleviate the
possible divergence of tokens. We show that along this scale the tokens converge
to the boundary of a convex polytope. For almost all initial sequences they even
converge to the vertices of the polytope, the number of which is significantly smaller
than n. This elucidates the clustering phenomenon. (See Fig. 1.) When V = —1Iy,
all tokens following dynamics (1.1) collapse to 0. Proofs are given in Section 8.

(#i) We build on these results and in Section 4 consider the case wherein V is
only assumed to have a simple and positive leading eigenvalue. This setting is
much closer to reality and corresponds to actual learned matrices V' (see Figure
10). We show that along the particular time-scale, tokens cluster toward one of
at most three hyperplanes which are determined by the corresponding eigenvector.
The proof may be found in Section 9.

(iv) In Section 5 we complete the results of Sections 3 and 4 by addressing the
case where the leading eigenvalue has multiplicity. This results in clustering toward
the vertices of a convex polytope in some directions, and a linear subspace in the
others. The proof is given in Section 10.

(v) We also prove the global existence and uniqueness of solutions of all dynamics
considered in this work (including the mean field limit). We refer the reader to
Section 6 for more details.

We also observed numerically that our conclusions extend to more compound
architectures (see Conjecture 4.3, Section 11, and Section 12).

Value ‘ Key and Query ‘ Limit geometry ‘ Reference

V=1 Q'K >0 vertices of convex polytope Theorem 3.1
A1 (V) > 0, simple | (Qp1, K1y >0 | union of 3 parallel hyperplanes | Theorem 4.2
V' paranormal Q'K >0 polytope x subspaces Theorem 5.2
V=—I4 ‘ Q'K =14 ‘ single cluster at origin® Theorem 8.5

Table 1. Summary of the clustering results of this work. *All results
except for the case V = —I; hold for the time-scaled dynamics (3.1).
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Remark 1.1 (Discrete time). While we focus on the idealized setting of self-
attention dynamics in continuous-time, this is solely done for convenience and all
of our methods are straightforwardly applicable to the discrete-time setting. (See
also Remark 3.3.) The discrete-time analog of (1.1) with time-step At > 0 (equal
to 1 in practice) is simply the forward Euler iteration

n ( 6<Qwi(kAt)7ij (kAt))

zi((k+ 1)At) = 2;(kAt) + At ) QAN K RAT)
j=1 =

> Va;(kAL), (1.3)

for ke N.

Notation. We denote by (-,-) and | - || the Euclidean dot product and norm re-
spectively, and we use the shorthand [n] := {1,...,n}. For any matrix M e R?*4,
we order its eigenvalues (repeated according to multiplicity) by decreasing order of
modulus: [A(M)| = ... = [A\g(M)|. We denote by | M|, the {>—operator norm
of the matrix M, equal to the largest singular value of M. Given a set S < R%, we
define the distance of a point z € R? to S as dist(x,S) := inf.es |z — |, and by
conv(S) the convex hull of S.

1.2. Related work. Our study and results build on several different lines of work,
and we draw some parallels in what follows.

1.2.1. Analysis of attention-based models. Given the widespread use of Transform-
ers in natural language processing, there has been a surge of interest in understand-
ing the function and significance of attention layers within these models. In [36],
the authors show that when treated as discrete-time systems with additional dense
layers and multiple heads appended to the core attention mechanism, Transformers
exhibit the universal approximation property. In [22], the authors present, to the
best of our knowledge, the first interacting particle systems perspective on Trans-
formers. They then leverage the similarities between Transformers (with an addi-
tional feed-forward layer compared to (1.1)) and convection-diffusion equations to
slightly improve the performance of Transformers by employing a Strang-Marchuk
splitting scheme for time discretization. In [28], the authors interpret system (1.1)
as the characteristics of a continuity equation. Drawing on the similarities between
(1.1) and Sinkhorn iterations, they propose a novel architecture dubbed Sinkformer,
which possesses the desirable property of being a Wasserstein gradient flow.

1.2.2. Quadratic complexity of Transformers. The major computational challenge
of Transformers is their high computational complexity, particularly when process-
ing long sequences. Transformers require quadratic time and space complexity to
process sequences, because each self-attention layer contains n? products of the
form (Qz;, Kxj) (for i,j € [n]). The empirical observation that the self-attention
matrix P is close to a low rank matrix—see [21, Section 4.4] for references—is cited
as the inspiration behind Linformers [33] and the fine-tuning algorithm LoRA [16].
For both approaches, the low-rank structure is imposed rather than extracted from
P itself. Other methods called sparse attention and block attention have been pro-
posed to reduce the quadratic complexity—see [33, Section 2.2]| for references. In
the spirit of these works, a foreshadowing of the clustering mechanism was invoked
in [32], where queries are clustered into groups, again in view of reducing the qua-
dratic complexity of self-attention. We point out that [8] previously demonstrated
that without skip connections, the dynamics trivializes and all tokens quickly lump
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together into a single tight cluster. Our work, in contrast, shows that in the presence
of skip connections a rich cluster structure emerges.

Compared to the usual BERT, ALBERT [20] uses parameter-sharing across layers,
meaning that the weight matrices @, K,V in (1.1)-(1.2) do not depend on time, as
in the present paper. This does not reduce the theoretical O(n?) complexity of
the original Transformer, but, quoting [20], it "significantly reduce[s] the number
of parameters for BERT without seriously hurting performance, thus improving
parameter-efficiency. An ALBERT configuration similar to BERT-large has 18x
fewer parameters and can be trained about 1.7x faster. The parameter reduction
techniques also act as a form of regularization that stabilizes the training and helps
with generalization".

1.2.3. Neural collapse. Our results and conclusions bear a resemblance to some
geometric aspects of neural collapse for classification tasks [24]. A key geometric
aspect of neural collapse is the observation that, during the training of deep neural
networks, the representation of different classes in the later layers of the network
tends to form a tight cluster around the vertices of a simplex. The emergence of a
simplex structure in the representation space provides insights into how the neural
network organizes and separates the different classes.

1.2.4. Clustering in interacting particle systems. The transformer dynamics (1.1)
have a strong connection to the vast literature on nonlinear systems arising in the
modeling of opinion dynamics and flocking phenomena. In addition to the classical
Kuramoto model describing synchronization/clustering of oscillators [19, 1], the
model which is most similar to (1.1) is the Krause model [1§]

o dlm—ml)
9 6 — )

which is non-symmetric in general (a;; # a;;), much like (1.1). When ¢ is com-
pactly supported, it has been shown in [17] that the particles x;(¢) assemble in
several clusters as t — +00. Other models of opinion dynamics and flocking have
been proposed and studied, among which the Vicsek model [30], the Hegselmann-
Krause model [14] and the Cucker-Smale model [6]. These models may also exhibit
a clustering behavior under various assumptions (see [23, 5, 10] and the references
therein). The transformer dynamics are also closely related to the dynamics em-
ployed in mean-shift clustering [4], and this work indirectly sheds some light on its
theoretical properties.

The analysis of transformer dynamics present unique mathematical challenges
that cannot be addressed using the tools developed for these more primitive models.
In particular, our work demonstrates how different choices for the parameters lead
to remarkably diverse clustering patterns. Much more remains to be discovered and
this work is a first attempt a a rigorous mathematical analysis of these synthetic
dynamics.

i (t) = Z aij(zi(t) — zi(t)),

2. ASYMPTOTIC LOW-RANKNESS OF THE SELF-ATTENTION MATRIX

As mentioned in Section 1.2, numerical experiments in [33] show that the self-
attention matrix P, defined in (1.2), has an almost low-rank structure. This obser-
vation has then been leveraged to reduce the quadratic complexity in the sequence
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length n which is inherent to Transformers, resulting in a non-negligible decrease
in the cost of training.

As a warm-up to deriving complete geometric representations of the dynamics,
our first result shows, in the simple 1d case that P(t) indeed converges exponentially
fast toward a matrix which is typically both Boolean and low-rank (see Fig. 3).
Although there are clear obstructions to a rigorous extension of this result to higher
dimensions (Remark 7.9), numerical experiments appear to show that this result
holds in greater generality, for almost all initial sequences (Section 11).

To set this up, we introduce the set P of nxn matrices having the form illustrated
in Fig. 2, where the asterisks denote arbitrary non-negative real numbers which add
up to 1. The row of asterisks may actually be any row between the first and the
last one.

Theorem 2.1 (Self-attention matrix converges to a low-rank Boolean matrix).
Let d = 1. Suppose that the scalars (Q, K, V) satisfy V> 0 and QK > 0. For
any initial sequence of pairwise distinct tokens (x1(0),...,2,(0)) € R™, there exists
some P* € P such that the self-attention matriz P(t) defined in (1.2) converges to
P* ast — 4o0.

The proof may be found in Section 7. The rate of Lo .0
convergence toward P* is in fact doubly exponential in .
t for coefficients outside the row of asterisks in Fig. 2. 10 0
The proof the theorem also reveals that for almost all P % ...k
initial sequences of pairwise distinct tokens, P* is ac- 0 o1
tually of rank 1 or 2, i.e., the row of asterisks is equal ; 0 :

to either e; = (1,0,...,0) or e, = (0,...,0,1).

The interpretation of Theorem 2.1 is that in the 1d
case, at most three tokens capture the attention of all
tokens except at most one. Typically, these leading to-
kens are those carrying the largest amount of informa-
tion. This is also illustrated in Fig. 4. Since the tokens
x; here evolve on R, the right-most and left-most ones
(which typically tend toward +o0) capture the attention of all the others.

Figure 2. Matrices to &
where P, is a permutation
matrix.  Asterisks denote
arbitrary non-negative real
numbers which add up to 1.

o

t = 0.0, rank= 11 t = 3.0, rank= 23 t = 5.0, rank= 14 t =10.0, rank= 2
= mim T 1 "1 T T
. .

=
1mm
"
-
—

L ] I

Figure 3. An illustration of the asymptotics of P(t) entailed by Theo-
rem 2.1 for n = 40 tokens, with @ = K =1 and V = 1. (See Section 11
for details on computing.) Increasing n has no effect on this behavior of
P(t)—see Fig. 11.
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t=9.0

Figure 4. The clouds {Kz;(t)}ie[20] (green) and {Qz;(t)} e[20] (Purple)
for d = 2 where pairwise points of clouds are connected by a line of width
equal to P;;(t). Here V > 0 and @ > 0 are random matrices and K = Is.
The creation of clusters is reflected by the rank < 2 structure of the self-
attention matrix P(t). This interaction echoes findings illustrated in the
original paper [29]—for instance, Figures 3-5 therein.

3. CLUSTERING TOWARD VERTICES OF CONVEX POLYTOPES

In the rest of the paper, we seek to taxonomize various clustering results for
the solutions to (3.1) when ¢ — +o0, depending the sign and the multiplicity of
the eigenvalues of V. We begin by focusing on what may appear to be the most
natural? case V = I, as is also done in [28]. In fact, we demonstrate (theoretically
and numerically) later on, clustering is a generic phenomenon which holds under
much less restrictive assumptions.

The transformer dynamics considered in (1.1) does not contain a layer normaliza-
tion mechanism typically encountered in practice [29]. In absence of such a device,
tokens may diverge to infinity as in Theorem 2.1. In fact, the norm of the tokens
x;(t) typically diverges exponentially toward +oo for any d: this is expected, by
analogy with the non-trivial solutions to ¢(t) = y(t).

To remedy this situation, we take inspiration from the solution y(t) = !¥'y(0)
to g(t) = Vy(t). Namely, for any i € [n] we consider the rescaled tokens

2i(t) = e Vay(t),
which solve

e<Qef‘Vz.; (t),KetVZj (t)>

Zl(t) = 2 (Zn e(Qe‘Vzi(t),KetVzk(t») V(Zj(t) - Z’L(t)) for t € [Oa +OO)'
j=1 k=1

(3.1)
The initial condition remains the same: x;(0) = z(0) for any i € [n]. More im-
portantly, the coefficients of the self-attention matrix for the rescaled tokens z;(t)
are the same as those for the original tokens x;(t). Whence, the conclusion of The-
orem 2.1 also applies to the dynamics (3.1). We see this rescaling of tokens as a
mathematically justified surrogate for the layer normalization.
The appearance of the exponential factor within the self-attention kernel facili-
tates the analysis of (3.1) compared to (1.1), and it is in fact instrumental in the

2Note that the case V = —1I; may appear equally natural. For such a choice of V', we show
in Section 8.2 that the dynamics converge to a single cluster located at the origin. Multiplicative
constants preserving the sign, i.e., V = +clg, c > 0 trivially yield the same same conclusions.
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proofs of all results that follow. Each result on the rescaled tokens z;(t) then gives
information on the dynamics of the original tokens z;(t) by virtue of the relation
zi(t) = eV zi(t).

We are now in a position to state the main result of this section on the case
V = I4. The following theorem shows that the tokens z;(¢) evolving per dynamics
(3.1) converge to the boundary of a convex polytope as t — +00. We present here
a simplified, but slightly weaker, version of our result for convenience and refer the
reader to Theorem 8.1 for a complete statement.

Theorem 3.1 (Convergence toward points on the boundary of a convex poly-
tope). Suppose V.= I and QTK > 0. Then, for any initial sequence of tokens
(21(0), ..., 2,(0)) € (R)™, there exists a convex polytope K = R? such that for any
i € [n], z:(t) converges either to O or to a point on the boundary 0K as t — +00.

The convex polytope K is completely determined by the initial sequence of tokens
(see Claim 1). Numerical experiments also lead us to claim that for almost all initial
sequences of tokens, one should expect convergence of z;(t), for i € [n], toward some
vertex of IC as t — +00. Furthermore, the number of vertices of K is often found to
be significantly smaller than n. However, it may happen that for initial sequences
taken in a null set (which are not seen when taking the tokens in the sequence at
random), some tokens converge to other points of the boundary 0XC, in the interior
of facets.

Recall that the points x;(t) = e'z;(t) when V = I, follow the original dynam-
ics (1.1). Akin to Theorem 2.1, this result also shows the emergence of a set of
leaders (given by the vertices of K) attracting all tokens as ¢ grows. It has been
experimentally observed (first in [29]) that in trained Transformers, tokens focus
their attention on local leaders in a way that seems to reproduce the syntactic and
semantic structure of sentences.

The proof of Theorem 3.1 is postponed to Section 8, and is quite close in spirit
to that of Theorem 4.2: in the rescaled dynamics (3.1), a factor e’ appears in
the exponents which amplifies the attraction exerted by the points located on the
boundary of the convex hull conv({2;(t)}e[,]). All points z;(t) then converge toward
the boundary of the limiting convex polytope /C, defined as the limit of the convex
hulls conv({2;()}ie[n]) as t — +c0.

Remark 3.2 (Rate of convergence). Although Theorem 3.1 (as well as Theorems
4.2 and 5.2 stated below) does not specify a rate of convergence toward 0K, we expect
(and observe through numerics) that convergence happens very quickly—after few
layers, most tokens are already clustered. What "few layers" means here necessarily
depends on the typical modulus of the initial tokens, since the dynamics (1.1) is not
imwvariant under multiplication of all initial conditions by a fized real number.

Remark 3.3 (Discrete time). As alluded to in Remark 1.1, all our results extend to
the discrete-time Transformers (1.3). Indeed, just as in the continuous-time case,
there is a natural rescaled dynamics, which is the discrete analogue of (3.1): if we
set R = Id+V At, and assume that R is invertible (which is the case for sufficiently

small At), then z;(kAt) = R™%z;(kAt) := zi[k] satisfies

k[k] kK]
e(QR zp KRz

[41] _ _[k] S iy (LK IK]
Jj=1 =1 v :
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Figure 5. A toy example illustrating Theorem 3.1 with n = 40 tokens
in R®. Here Q = K = Is. The tokens converge to one of the vertices
(leaders) of the limiting convex polytope.

The proofs of Theorems 2.1, 8.5, 3.1, 4.2, and 5.2 carry through with straightforward
modifications.

4. CLUSTERING TOWARD HYPERPLANES

While being a natural example to consider, value matrices found empirically are
much more general than V' = I;, which we considered in the previous section. We
now turn our attention to a significantly more general setting of value matrices,
which we formalize as follows.

Definition 4.1. We call (Q, K,V) a good triple if the two following conditions are
satisfied:
o the eigenvalue of V with largest modulus is real, positive, and simple; namely,
MV) > (V)| = ... = |2a(V)].
o {(Qu1, K1) >0 for any v € R? lying on the line ker(V — Ay (V)Id).
The second condition simply states that the quadratic form (-, K-) is positive
definite along the eigenspace associated to the leading eigenvalue of V. Note also

that if all entries of V' are positive, the first condition is automatically satisfied by
virtue of the Perron-Frobenius theorem. In fact, this assumption is generic. On the
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one hand, it is satisfied by some pre-trained value matrices for ALBERT (Figure
10). On the other hand, numerical experiments indicate that a constant fraction
(about 14%) of matrices from the real Ginibre ensemble in dimension d = 128—this
proportion is known to vanish as d — o0, albeit very slowly [27].

Our clustering result in the setting of good triples can be summarized as follows:
the coordinate {z;(t), H%V of any token z;(t) along the eigenspace spanned by ¢
converges, as t — +00, toward one among possibly 3 real scalars. Consequently, all
the tokens z;(t) converge toward one among at most three parallel hyperplanes; see
Fig. 6 for an illustration.

Theorem 4.2 (Convergence toward < 3 hyperplanes). Assume that (Q, K,V) is a
good triple in the sense of Definition 4.1. Then, for any initial sequence of tokens
(21(0),...,2,(0)) € (R)", there exist at most three parallel hyperplanes in R? such
that for any i € [n], the distance of the solution z;(t) to (3.1) to one of these
hyperplanes converges to 0 as t — +00.

t=0.0 t=1.0
10 104 10
o o
LY 'y 3
0 .o:‘.. 0 0
° 0 l..-
—104 —104 —10

0 10 0 10 0 10 0 10

Figure 6. Illustrating Theorem 4.2 with n = 40 tokens in R?. Here Q =
K = I, V is arandom symmetric matrix with eigenvalues {1.35, —0.07},
and @1 = (0.76,0.65). The components of the tokens in the direction of
@1 (orange arrow) cluster over time. (See Figures 13-14 for examples
in R3.) We also observe that tokens typically cluster toward only two
hyperplanes—a third one (passing through the origin) may appear for
non-generic initial sequences. The hyperplanes are perpendicular to ¢1
since V is diagonalizable.

The proof may be found in Section 9. The important role played by A1 (V) in the
dynamics may be seen in (3.1): the component of z;(t) along ¢ determines the size
of eV 2;(t) in the exponent appearing in (3.1). The tokens z;(¢) attracting other
tokens z;(t) are those for which this component along ¢, is largest in modulus. This
attraction process forms the clusters. These leaders, as in all our results, have been
empirically observed to be the ones carrying the largest amount of information in
the sentence (see Supplementary material in [29]).

Furthermore, Theorem 4.2 can also be interpreted in more classical machine
learning terms. On the one hand, it can be seen as an instance of K-flats clus-
tering [2, 31]—points in the input sequence are clustered, based on their intrinsic
similarity, to at most 3 "flats" of dimension d — 1. On the other hand, it ensues
that for a good triple (@, K, V), (3.1) generates a linearly separable representation
of tokens.
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Beyond a single direction? Numerical experiments (e.g., Fig. 7) indicate that
a similar phenomenon emerges for more complex V. We formulate following con-
jecture which is a natural generalization of Theorem 4.2.

Conjecture 4.3 (Codimension conjecture). Let k = 1 be the number of eigenvalues
of V' with positive real part. Then there exist at most three parallel Euclidean
subspaces of R of codimension k such that for any i € [n], the distance of z;(t) to
one of these subspaces converges to 0 as t — +0o0.

Positive limits for clustered coordinates

50 75 100 25 150
t

Negative limits for clustered coordinates

0.0 25 5.0 75 100 125 15.0

0o ° '

100 _1099 —50

(b) Conjecture 4.3: high-dimensional
(a) Conjecture 4.3: low-dimensional case. case.

Figure 7. (a) n =40,d =3 and Q = K = I3 with V' a random matrix
with eigenvalues {1.96,—0.22,0.25}. The k = 2 positive eigenvalues of
V' generate attraction between the tokens and even convergence in the
corresponding eigenspaces—this explains the codimension k statement.
The negative eigenvalue generates a repulsive effect between the tokens
and we see a divergence along two lines (note the different scales between
the four figures). (b) n = 256, d = 128, with (@, K, V) fixed random
matrices and V symmetric. For each coordinate j corresponding to a
positive eigenvalue, the variance of the set {p¥(zi(t)): i € [n]} (shaded
area) tends to 0 with ¢, while the mean (solid lines) converges to one
among two real scalars: one positive (top figure), one negative (bot-
tom) figure. Coordinates correspoding to negative eigenvalues diverge
(Fig. 15)

5. A MIX OF HYPERPLANES AND POLYTOPES

We now turn our attention to an even more general version of Theorem 4.2, which
does not require the leading eigenvalue of V' to be simple. The resulting theorem
can be viewed as a combination of Theorem 4.2 and Theorem 3.1. Specifically,
we assume that V' behaves as the identity when acting on the eigenspace of the
leading eigenvalue. This property is automatically satisfied if V' is normal—so that
its eigenvectors form an orthonormal basis—so we call such a V' paranormal.
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Definition 5.1. We call (Q, K,V) a good triple with multiplicity if the following
conditions are satisfied:

e Q'K is positive definite: QTK > 0;

o V is paranormal: there exist two linear subspaces F,€ < R® which are
invariant under V, and such that F ® € = R?, Vig = Ald for A > 0, and
p(Vig) < X\, where p(-) denotes the spectral radius (the mazimal modulus of
eigenvalues).

An example of such a V is used for Fig. 8. We may now state our main result
in the setting of good triples with multiplicity. The proof may be found in Section
10.

Theorem 5.2 (Clustering for A; with multiplicity). Suppose that (Q,K,V) is a
good triple with multiplicity in the sense of Definition 5.1. Then, for any initial
sequence (21(0),...,2,(0)) € (R})", there exists a bounded convex polytope K < F
such that setting # = (0K U {0}) x G, for any i € [n], we have dist(z;(t), %) — 0
as t — +00.

Figure 8. Tllustrating Theorem 5.2 with n = 40 tokens in R3. As be-
fore, @ = K = 1d, and we take V = diag(1, 1, f%) A convex polytope
K emerges before time 5, toward which two coordinates of the tokens
cluster, and persists throughout the evolution, while the tokens diverge

along the coordinate corresponding to the eigenvalue —2 (note the dif-

2
ferent scales between the four figures).
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6. WELL-POSEDNESS

We collect several facts regarding the global-in-time existence and uniqueness
of solutions to all systems under consideration. Throughout the remainder of the
paper, we use the terminology "tokens" and "particles" interchangeably.

To prove these results, we leverage the underlying continuity equation (see (6.1)),
the setup for which requires several well-known notions.

6.1. Notation. We denote by P.(R?) the set of compactly supported probability
measures on R%, and by P2(R%) the set of probability measures y on R? having finite
second moment: {, [#[? dp(x) < +00. Let CO(R; P:(R%)) denote the Banach space
of continuous curves R 3 ¢ — pu(t) € P.(R?). Here P,(R?) is endowed with the weak
topology, which coincides with the topology induced by the Wasserstein distance W,
for any p € [1,+o0). As seen below, for compactness purposes regarding solutions
to the continuity equation, we consider an additional property on the support for
such curves, summarized by the following definition.

Definition 6.1 (Equi-compactly supported curves). The set C% (R; P.(R%)) con-
sists of all elements u € C°(R; P.(R?)) such that for any to,t; € R, there exists a
compact subset KK < RY such that supp(u(t)) < K for any t € [to, t1].

We emphasise that there exist elements in C°(R; P.(R?%)) which do not satisfy
this property with regard to their support—e.g., pu(t) = (1 — e‘ﬁ)ao + e_t%é%.

6.2. Well-posedness of the ODEs. For any initial datum, i.e. a sequence of n
points in R?, the dynamics (1.1) is well-posed, in the sense that it admits a unique
solution defined for all times.

Proposition 6.2. For any initial datum Xo = (29,...,29) € (Rd)" there exists a
unique Lipschitz continuous function R 3 ¢t — X(t) = (x1(t),...,2.(t)) such that
z;(*) solves (1.1) and satisfies z;(0) = 29 for any i € [n].

We postpone the proof which is seen as a corollary of the well-posedness for
the corresponding continuity equation. It follows that the equation (3.1) is also
well-posed:

Proposition 6.3. For any initial datum Zo = (29,...,20) € (]Rd)” there exists a
unique Lipschitz continuous function R 3t — Z(t) = (z1(t),...,2,(t)) such that
2zi(+) solves (3.1) and satisfies z;(0) = z? for any i € [n].

Proof of Proposition 6.3. Since the equations (1.1) and (3.1) are related by the
change of variables x;(t) = eV 2;(t), Proposition 6.3 is an immediate consequence
of Proposition 6.2. O

6.3. The continuity equation. To prove Proposition 6.2, we first prove a more
general result concerning global existence and uniqueness of solutions for the cor-
responding continuity equation®

{atu 4V, (X[plp) =0 in (0, +00) x RY

6.1
:u’|t:0 = Mo in Rd? ( )

3which can be seen as a mean-field limit, and is sometimes also referred to as a Viasov equation.
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when X[u] is the attention kernel
K
J RV dp(y)
R

fRd QP du(y)

We be making use of the following notion of solution.

(6.2)

X)) =

Definition 6.4. Fiz g € P.(RY). We say that t — u(t) =: y; is a solution to the
Cauchy problem (6.1) if u e CO (R, P.(R?)), the function

Rat [ g(z)duw(r)
Rd

is absolutely continuous for every g e C*(RY), and

| @@ = | a@ambe)+ | | Tote). Xul@) dua)as
holds for almost every t € R.

The following general existence and uniqueness result is adapted from [26, The-
orem 2.3]. In Proposition 6.5, X[u] is an arbitrary vector field, and we check in
Corollary 6.6 that the assumptions of Proposition 6.5 are verified for X'[u] given
by (6.2).

Proposition 6.5. Suppose that for any R > 0, there exists a constant Cr > 0 such
that for any p,v € Po(RY) with support in B(0, R), and for every (z,y) € B(0, R)?,
there holds

X [p](x) = X[ul(y)] < Crlz —yl, (6.3)
1€ [u](2)] < Cr,
€[] (-) = X[V]() Lo may < CrWa(p, v).

Then, for any po € P.(R?), the Cauchy problem (6.1) has a unique solution p €
CO (R; P.(RY)) in the sense of Definition 6.4. Furthermore, we have the following
stability estimate for solutions: for any R > 0 and T > 0, there exists a constant
Cr.r > 0 such that for all jio, vy € Pe(RY) with support in B(0, R),

Wa(u(t), v(t)) < e“T " Wa(puo, vo) (6.6)

for any t € [0,T], where u(t) and v(t) solve (6.1) with initial conditions g and vy
respectively.

Results of this nature can be found in the literature—see for instance [26]. They
are however not sufficient for our purposes. We wrote Proposition 6.5 in the Wy
setting instead of the usual Wi (used for instance for the classical Dobrushin esti-
mate [7, 9]) because it allows to extend the results of [35] without difficulty from
classical ResNets to self-attention dynamics. We recall that the goal of [35] is to
import classical (mean-field) optimal control tools such as the Pontryagin maximum
principle and the analysis of Hamilton-Jacobi-Bellman equations to deep learning,
and relies heavily on Wj estimates (e.g, in [35, Section 4]).



THE EMERGENCE OF CLUSTERS IN SELF-ATTENTION DYNAMICS 15

Proof. To ease reading, we split the proof in two parts.

Part 1: Existence. Given a vector field X = X (¢, x) satisfying the assumptions
of the Cauchy-Lipschitz theorem, we henceforth denote by ®% the flow of diffeo-
morphisms of R? generated by the vector field X—mnamely, the unique solution to
the Cauchy problem

0:®(t,x) = X(t,®(t,x)) teR,
®(0,2) =z

for any fixed z € R%. Fix an arbitrary T > 0. For k € N, we set 73, := 2%, and we
define a sequence of curves p* : [0, 7] — P.(R%) by the following scheme:

(i) p*(0) = po;

(ii) p(br, + 1) = (@g(wm)])# (it () for €€ {0,...,2% —1} and t € (0, 73]

In other words, to define i*, we "freeze" the vector field X on each interval of
the form [¢7y, (¢ + 1)73,). For any k € N, by recurrence over £ € {0,...,2% — 1} and
using (6.4), we can readily that the measures p*(t), for ¢ € [0, 7], have equibounded
support. Then (6.4) together with point (ii) yields the inequality

Wo (¥ (bry, +t), n* (€71,)) < Crt

for any £ € {0,...,2F — 1} and ¢ € (0,7]. Gluing these inequalities (for different ¢
and t) with the triangle inequality yields

Wo (15 (t), 1" (s)) < Crlt — s|

for any t € [0,T]. Since p¥(0) = uo for any k € N, and since Po(R?) is the
completion of P, for the Wasserstein distance W5, the Ascoli-Arzela theorem implies
the existence of a subsequence uniformly converging to some p* : [0,7] — Po(R?).
Since the curves p*(t), for t € [0,7] and k € N, have equi-bounded support, we
even deduce that ;* € C% (R, P.(R9)). Note moreover that p*(0) = po and that

Wa(p*(t), ™ (s)) < Crlt — s

for any t,s € [0,T].

The fact that p* is a solution of (6.1) follows exactly from the same computations
as in [26, p. 4711-4712], starting from (A.2) therein. We do not reproduce here this
argument since the computations are the same word for word. The fact that for any
T > 0 we have supyefo,r] Wi (p* (t), u*(t)) — 0 as k — 400, which is instrumental
in [26, p. 4711-4712], follows in our case from the following inequality relating
Wasserstein distances of different orders: for any p > 1 and any bounded set B, for
all Radon measures u, v supported in B,

Wi, v) < Wy(p,v) < diam(B)' v Wi (i, v) 7. (6.7)

Part 2: Uniqueness. Regarding uniqueness, we proceed as follows. We first recall
the following estimate (see [25]): if p = 1, v and w are two bounded and Lipschitz
vector fields on R?, of Lipschitz constant L, and u, v € P.(R?), then

Lt
pt1 e (et —1)
W, (@) (@)5) < 5 W) + T o, (69
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Let us assume that there are two solutions p and v of (6.1), whose spatial
support is locally bounded in time, having the same initial condition. Set v(¢,x) :=
X[p(®)](z) and w(t, x) := X[v(t)](z). We also define

to i= inf{t > 0 | Wa(u(t), v(t)) + O},
and we assume that tg # +00. We fix T > ¢y and take R > 0 such that y; and vy
are supported in B(0, R) for any t € [0,T]. Using (6.8) with p = 2, we have

Wa(u(to + s),v(to + 5)) < 2 Wa(u(to), v(to))

eCrs _

T eCns sup o(r, ) — w(r, oo eay-

Cr TE€[to,to+s]
We choose s > 0 sufficiently small so that e“#° — 1 < 2Cgs. Then, by virtue of
(6.5) and the fact that Wa(u(to), v(to)) = 0, we find

Wo(u(to + 8),v(to + 5)) < 2Crse®R*  sup  Wa(u(r),v(1)). (6.9)
T€[to,to+s]
We choose s’ > 0 satisfying both eCr% —1 < 2Cgs’ and 2Crs'eCr% < 1. Applying
(6.9) to every s € [0, s'] we obtain
sup Wa(u(to + s),v(to +5)) < 2Cxs'e™™  sup  Wa(u(r),v(7))
s€[0,s’] T€[to,to+s']

< sup Wa(u(to + s),v(to + 9)),
s€[0,s]

which is clearly a contradiction. Therefore u(t) = v(t) for any ¢ > 0, which proves
uniqueness, as desired.

Part 3: Stability. We do not detail the proof of estimate (6.6), which is very
similar to the proof of (2.3) in Theorem 2.3 of [26]: it follows from (6.8) with p = 2,
and the argument after (A.7) in [26], with W5 instead of Wj. O

Corollary 6.6. Fiz jig € P.(R%). There exists a unique solution u € C% (R, P.(R%))
to the Cauchy problem (6.1), with X as in (6.2).

Proof. 1t suffices to check that the assumptions of Proposition 6.5, namely (6.3),
(6.4) and (6.5), hold for X as in (6.2). As |[Vy| < |V|]opR whenever y € B(0, R),
(6.4) readily follows.

Let us show (6.3), which boils down to showing a bound on the gradient of the
map = — X[p](x). To this end, we set

G(x,y) := L2 KW,

When we compute the gradient of z — X[u](x), we obtain a difference of two
terms. The first one is

|, VoG nvyau

J G(z,y) du(y)
Rd

whose modulus is bounded above by |V |op|Q " K |opR?. The second term is
[ cwovyaw) (| V.66 a0
Rd Rd

G(z,y)du(y) G(z,y) du(y)
Rd ]Rd

i
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The modulus of the first fraction is readily seen to be bounded from above by
|V]opR. On the other hand, the modulus of the second fraction is also bounded
from above, since the denominator is bounded from below by 1. Whence, (6.3)
follows.

We finally prove (6.5). If we use the fact that {;, G(z,y) du(y) and {3, G(z, y) dv(y)
are bounded from below by 1, we see that it would suffice to bound from above
above the following quantity:

| Glaa)Vyduty JGﬂcy)dV Jny)Vde fG:cy)du( )‘

We rewrite this difference by making u—v appear artificially, and we then use the tri-
angle inequality along with the fact that both §,, G(z,y)Vydu(y) and {5, G(z,y) du(y)

are bounded from above (by el@ Kllo» B max(1, [V]opR)). We thus end up with the
task of bounding from above the absolute values of

| e -aw | GV - dow). (610
R4 R4

For the first integral, from Kantorovich-Rubinstein duality we deduce

Gl = )] < Lin(GLe )W ),

Then, using (6.7) and the fact that the Lipschitz constant Lip(G(z, -)) is uniformly
bounded for ||z| < R (for any R > 0) by some constant Cr > 0 in the inequality
just above, we end with

f Gl y)(dv — du)(y)
Rd

The same chain of inequalities applies to the second integral in (6.10) (with the
additional multiplier ||V||opR), which finally leads us to (6.5). O

< CrWa(p,v).

We conclude this section with the proof of Proposition 6.2, which follows as a
corollary of the above derivations.

Proof of Proposition 6.2. We first show existence. We apply Corollary 6.6 with

0= %Z;Ll 6,0, which in turn yields a solution s(t) to (6.1). Following the proof
of Proposition 6.5, we also know that this solution satisfies u(t) = (®xpu)])#ko
for any ¢t € R, and the vector field X'[u(¢)] satisfies the assumptions of the Cauchy-
Lipschitz theorem. In particular, p(t) is of the form u(t) = %22;1 0z,(+) for some
Lipschitz curves R 3 ¢ — z;(t), for ¢ € [n]. Then t — p(t) = %Z?zl Op,(t) 15 @
solution to the Cauchy problem (6.1)-(6.2) in the sense of Definition 6.4.

Secondly, we show uniqueness. Suppose that X (t) = (z1(t),...,z,(t)) and X*(t)
are two Lipschitz solutions to (1.1), with the same initial conditions. Then for a.e.
t = 0, using the equation (1.1) and the fact that the attention matrix coefficients
P;;(t) defined in (1.2) belong to [0, 1], we obtain

1d e

5oy ()

(and analogously for z7(¢)). Using Gronwall’s inequality, we deduce the existence
of two constants c¢1,c2 > 0 such that for any ¢ > 0 and for any i € [n], |x;(t)]
and |z¥(t)| are bounded from above by cleCQt. It then follows that the empirical
measures (i(-) = & 3 85,y and p*(-) = £ 37 d,% () belong to Cg, (R, P.(R?)).

< [V ]lop max s (£)]
i€[n]
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Moreover, they satisfy pu(t) = (Pxpue))pio and p*(t) = (Pxpu)])4Ho and are
thus solutions to (6.1). Using the uniqueness result of Corollary 6.6, we obtain that
= p* which concludes the proof. (|
7. PROOF OF THEOREM 2.1
Throughout this section we focus on the following dynamics:

] " e{mi(t),z; (t))
@i(t) = ), (22_1 e<z7:(t),9ck(t)>> z;(t). (7.1)

Jj=1

Note that for d = 1, the dot products in (7.1) are just multiplications of scalars.
We begin by recalling the following result, which holds for any d > 1.

Lemma 7.1. For any x1,...,x, € RY, the function f : R — R defined as

fix—log <Zn: e<x’”">> (7.2)

j=1

1S convez.
Proof. Using the elementary inequality (a + b) > 2(ab)z for any a,b > 0, we have

(Z p((z,z;)) ) (Z exp(<y,fvj>)>

=1

exp(f () + f(y))

1 n n
=3 >, Z exp ((z, z5) + (Y, o)) + exp((z, 2r) + (y, 7)) (7.3)
j=1k=1
g T+
> Z Z exp 5 0L + Tk (7.4)
j=1k=1
- (2 (557))
2
Taking the log on both sides yields the statement. ([

The following lemma also holds for any d > 1

Lemma 7.2. Let R3¢ — (z1(t),...,2,(t)) be a solution to (7.1). For any indices
i,j € [n], the map R 3t — |lz;(t) — x;(t)| is non-decreasing.

Proof. The dynamics (7.1) can be equivalently written as
i(t) = Vf(zi(t))

where f is as in (7.2). By convexity of f (Lemma 7.1),

2 t) — s (P = Gale) — 5 (0), 2u(0) — (1)
= (V1) ~ Vs (0), i) — 250 = 0,
as desired. (]

We now present the proof of Theorem 2.1, which assumes d = 1. We recall that
in the statement, V' is a positive scalar, but by reparametrizing time we may assume
that V' = 1, so the 1d dynamics under consideration is really given by (7.1). Also,
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to ease notations we focus on QK = 1, but the proof adapts straightforwardly to
the setting QK > 0 assumed in the statement of Theorem 2.1.

Asseen in Section 7.1, it is not difficult to prove the convergence of the coefficients
P;;(t) of the attention matrix for indices ¢ € [n] for which x;(¢) becomes unbounded
as t — +oo. This is the case for at least n — 1 of the particles z;(t) (Lemma 7.6).
But should one particle x;(t) remains bounded, proving the convergence of P;;(t)
for j € [n] is slightly tedious (Section 7.2).

Since d = 1, up to relabelling, we can order the initial collection of particles
(which, we recall, are assumed distinct):

z1(0) < ... < x,(0). (7.5)
We set
ci= iEI[I;lLiill] |z;4+1(0) — 2;(0)]. (7.6)

According to Lemma 7.2, we have |z;(t) — x;(t)| = ¢ for any 7 # j and any t > 0.
In particular, tokens never "collide".

7.1. Results about unbounded particles. In this section we gather several re-
sults concerning the indexes i corresponding to particles x;(¢) which are not uni-
formly bounded in time. In particular, in Lemma 7.4 we show that for such i, P;;(t)
converges toward 0 or 1 for any j € [n].

Lemma 7.3. Let A > 0 denote the unique positive real number satisfying
A% = n? exp(—A?).

If 2, (to) > A for some time to = 0, then there exists ¢y > 0 such that z,(t) = c1e’
for any sufficiently large t > 0. Similarly, if x1(tg) < —A for some ty = 0, then
x1(t) < —ciet for any sufficiently large t > 0.

Proof. The two cases are symmetric since the evolution (7.1) commutes with the
involution of (R?)" given by (z1,...,%,) — (=21,...,—x,). We thus focus on the
case T (tg) > A.

If ,(t) = 0 for some t > 0, then

. n o (8) (5 (1)~ (1)
Tn(t) = ; (ZZ=1 exnu)(m(t)—mn(t))) 7 (?) (1)
xn(t) ) (zj(t)—zn(t))
> + ), e WmOmeWygy(78)
_ —cxp () J
1+ (n—1e {ielnlle, (1) <0}
za(t) e (0
S _ 7.9
L+ (n—De—em® ", (1) 7
2
_ walt) e (7.10)
n Zn(t)

Indeed, to pass from (7.7) to (7.8), when j = n we use e®» M (@H)=2n(t)) < e=cza(t)
for any k e [n] by virtue of (7.6), while the sum over indices j such that z;(t) = 0
is non-negative, and, finally, >;_, ePrn M@k =2n(t) > 1 for all indices j such that
z;(t) < 0. To pass from (7.8) to (7.9), we use ™Dz > —ﬁ(t), which holds for
any z < 0.
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For any B > A, we clearly have

B e B’
— —n—— > 0.
n " B

We then deduce from (7.9) and the fact that z,(tg) > A that z,(t) — +o0 as
t — +o0. Moreover due to the fact that the expression in (7.10) is bounded from

below by "SL) whenever z,(t) is sufficiently large, we deduce that x,(t) > coezs
for any sufficiently large t > 0.
Coming back to (7.9), we find that for sufficiently large ¢ > 0,

! — —e " |
1+ (n—1)eccoe?n

Tn(t) = an(t) (

This implies that
d _t
—log(aa(t) > 1-0 (e757)
whence log(z,(t)) =t 4+ O(1), as desired. O

Lemma 7.4. If i € [n] is such that x;(t) is not uniformly bounded with respect to

t >0, then x;(t) converges to either —o0 or +00 as t — +00. Moreover?,

(1) if z;(t) — 400, then for any j € [n], P;;(t) converges to 6,; as t — +0,
with doubly exponential rate.

(2) if xi(t) — —0, then for any j € [n], P;;(t) converges to 61; as t — +o0,
with doubly exponential rate.

Proof. We assume that x;(¢t) is not uniformly bounded with respect to ¢ > 0.
Without loss of generality, we assume that there exists a sequence of positive times
{tp}} with ty — 400 such that x;(ty) — +00. Necessarily, z,(ty) — +o0. We
notice that if z;(¢) > 0 for some ¢ > 0, then, arguing as in (7.7)-(7.8)-(7.9), we have

n i(t) (x5 (t)—zn (t)) l'n(t) n
= " —zi(t)aa(t)
= Z <Zk ) (n () — wn(t))> i(t) = - xi(t)e . (7.11)

For sufficiently large k, from (7.11) we get that &;(tx) > 0 and %, (tx) > 0. But as
x; and x, increase, the lower bound in (7.11) becomes larger. It follows that

ralt) _ ailt)
2n 2n
for sufficiently large ¢, implying that x;(t) — +0o with exponential rate.
We now prove point 1. regarding P(t). We assume that x;(t) — +00 ast — +o0.
In this case, for j # n (namely j € [n — 1]),
pai (D5 (1)
P (t) = 22:1 oi (Dzr ()

i (t) =

< D@ (O=an(t) ¢ gmcmi(t),

thus P;;(t) converges to 0 as t — 400 (with doubly exponential rate). Consequently,
we also deduce that Pp,(t) = 1 — 3"/ P;;(t) converges to 1, also with doubly

j=1
exponential rate.
The case where x;(t) — —o0 is symmetric. This concludes the proof. 0

Our last result is useful in the next section.

4Tn what follows, 0 denotes the Kronecker symbol.
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Lemma 7.5. For any i € [n] such that z;(t) is not uniformly bounded with respect
tot > 0, there exists some v; € R, ; # 0 such that x;(t) = v;e' +o(e') as t — +o0.

Proof. Without loss of generality we assume that z;(t) — +o0 as t — +o00. For
j # n, we find
EAGENC cmi (@ ()= (1)

Pij(t) = OO PGl O )

—cx;i(t) )

<e
Consequently, Py, (t) = 1—ne~ ("), Therefore, using Lemma 7.3 and the fact that
z;(t) = biezs for some b; > 0 thanks to (7.11), we gather that

i(t) = (1 - ne_“’”(t)) Zn(t) — ne” @ Mepel
> <1 - neri8%> T (1) — ne” P cpel. (7.12)

We also notice that due to (7.1), #;(t) < z,(t). Using (7.12), firstly for i = n,
together with the trivial upper bound z,(t) < Ce' (immediately seen from (7.1)

we obtain
t
in(t) = 20 (t) <1 +o eb>>

as t — 400, which yields z,,(t) = y,e! + o(e

for the index i, we gather that
t
i (t) = xp(t) + 0 (e_Cb"63"> ,

and so we deduce that x;(t) = et + o(e!). Similarly, should xz;(t) — —oo, then
z;(t) = m1e’ + o(e'). This proves Lemma 7.5 (and shows that v; € {y1,7.})- O

) for some 7y, > 0. Now using (7.12)

7.2. Results about bounded particles. In this section, we gather results con-
cerning particles which remain uniformly bounded in time. The following lemma
entails that there can be at most one particle with this property.

Lemma 7.6. Consider
B = {ie[n]|z()e L0, +0))}.
Then #% € {0, 1}.

Proof. We first prove that either z1(t) — —o0 or z,(t) — +00. By contradiction,
if this is not the case, then by Lemma 7.3, (z1(t),...,z,(t)) € [-A, A]" for any
t = 0. We denote by F the set of configurations (z¥,...,z%) € [-A, A]" such
that |z} — 2¥| > [2:(0) — 2;(0)| > 0 for any distinct 4,5 € [n]. For any sequence
X* = (zF,...,2F) € J, the function f defined in (7.2) (with anchor points given
by X*) is strictly convex—the equality in the inequality between (7.3) and (7.4) is
never achieved. Therefore, the proof of Lemma 7.2 shows that if X* is seen as an
initial datum for the dynamics (7.1), then

d
v(X*) = — ¥ (t) —xX(t)| > 0.
(X7 = g JaTO =300
Since ¥ is compact, vy := infxxcy v(X*) > 0. Hence, t — |z1(t) — 2, (t)| grows at
least linearly, which is a contradiction.
We may therefore assume without loss of generality that z1(t) — —c0 ast — +o0.
We prove that x,,(¢) converges either to —oo, to 0 or to +00, as t — +oo0. We assume
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in the sequel that z,(t) does not converge to —oo or 0. For any i € [n], if there
exists € > 0 and a sequence of positive times {sj}ren tending to 400 such that
x;(sp) < —e, then it follows from (7.11) that z;(t) — —oo. Therefore, by our
assumptions, we have liminf, , o x,(t) = 0. Also, since z,(t) - 0, there exists
e > 0 and a sequence of positive times {tx }ren tending to +0o such that x,(tx) = ¢
for any k € N. For any ¢ > 0 such that x,(¢) = €, we introduce the set of indices

N(t) = {ie[n]|z(t) <0},
and we write

e %, (1) Dlien(t) e (DTn O (1)

in(t) = ST (D) S emn(an®)
€ 1 ;
>t ), ). (7.13)
JEN(1)

According to Lemma 7.4, any point x;(¢) which takes negative values for arbitrarily
large times and does not converge to —o has to converge to 0. Therefore, the second
term in the lowermost bound in (7.13) is lower bounded by — 5=~ for sufficiently large
t. All in all, we gather that @,(t) > 5 and x,(t) converges to +00 as t — +o0. If
it converges to 0, then necessarily x,_1(t) — —o0 by combining Lemma 7.2 with
Lemma 7.4. This proves Lemma 7.6 in this case.

From now on we assume that z,(f) — +o0o. Using (7.11) we see that if there
exists € > 0 such that z;(t) > ¢ for an unbounded sequence of times ¢, then
x;(t) — +00. The same is true symmetrically when z;(¢) < —e for an unbounded
sequence of times ¢. Thus if i € 9B, necessarily x;(t) — 0. By Lemma 7.2 this can
be true for at most one index ¢, which concludes the proof of Lemma 7.6. O

If B = &, Theorem 2.1 follows from Lemma 7.4. From now on, we assume that
#% = 1, and we denote by iy € [n] its unique element. We distinguish two cases:
either ig € {1,n} (Lemma 7.7), or ig ¢ {1,n} (Lemma 7.8).

Lemma 7.7. If z,(t) is bounded as t — +00, then P,,(t) — 1 ast — 400, and
for any j € [n— 1], Py,;(t) — 0. Similarly, if x1(t) is bounded as t — +c0, then
Pii(t) > 1 ast — +00, and for any j € [n — 1], Py;(t) — 0.

Proof. The two cases (t — x,(t) bounded or ¢t — x(¢) bounded) are symmetric
since the evolution (7.1) commutes with the involution (z1,...,x,) — (—x1,...,—zy)
of (R4)". Whence, we only address the first one: we assume that z,,(¢) is bounded
as t — +00. We first notice that all particles z;(t) for j € [n — 1] tend to —o0 as
t — 400 due to Lemma 7.6. We now prove the following properties:

1. 2, (t) > 0 for any sufficiently large t;
2. z,(t) > 0 as t > +o0;
3. for any j € [n — 1], Py;(t) > 0 as t —» +o0.

To prove point 1., we notice that for sufficiently large ¢, x;(t) < 0 for any i € [n—1].
If in addition z,(t) < 0, then due to (7.1), all x;(t), ¢ € [n] remain negative and
due to (7.1), z,(t) > —0 as t — +o0, a contradiction.

For point 2., we fix € > 0, and set

T ={t=0]z,0) =e}.
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We prove that if 7." is unbounded, then z,(t) — +o0 as ¢ — 400, which is a
contradiction. As a consequence, 7. is bounded for any ¢ > 0, which implies (in
conjunction with point 1.) that x,(t) — 0 as ¢ — 400. So let us assume that 7"
is unbounded. We notice that for any 6 > 0, if ¢ € 7_* is sufficiently large then
len M2y (#)| < 6 for any j € [n — 1] since 2(t) — +o0. Therefore,

n

Z em"(t)zj(t)ltj(t) > 6826 - (TL - 1)5 > O7

j=1
where we took § > 0 sufficiently small for the last inequality. Consequently,

Z?:l emn (75O (1) - ez"(t)an(t) —(n—1)¢
S e @@ C T em® 1

Bn(t) =

It is not difficult to see that this implies that z,(¢t) — 400 as t — 400, which is a
contradiction.
For point 3., we first notice that for any j # n, since z;(t) — —o0,

%3 ()@ () =2n ()
ECE

. N 2l | 7y
() = (Ze e (1) (ze(t)—zn (1)) e .

n 3

Using Lemma 7.3, we deduce the existence of some ¢y > 0 such that z;(t) < —co€’
for any sufficiently large ¢ > 0. We now prove that for any j # n,
z; () (t) — 2, (1) — —o0. (7.14)

t—t00

Due to the ordering of the particles, it is enough to prove (7.14) for j = n — 1. Fix
j=n—1and k > 0, and assume that x,(t)z;(t) > z,(t)> — k for some ¢ > 0.
Then, using the fact that x, (t)x;(t) = z,(t)z(t) for any k € [n — 2], we get

o (D2 (1) y
o=

Paj(t) > e (D2 4 (n — 1)e@n (07 (¢

where € = . We obtain
T (t) < Pun(t)wn(t) + Py (t)zj (t) < @ (t) + €T (1),

hence
d

7 (@O @n(t) —2;(1)) = 2n(t) (220 (t) = 2;(8)) = za(t)d; (1)

(@n(t) + e2; (1)) (220 (1) — 25(t)) — 2 (t)2;(t)

= —e;(t)” + wn(t) (26, (t) + 22 (t) — 2;(t) — 35(t))
—ex; (1) + 20 (t) (23, (2) — 221 (1)), (7.15)

where in the last line we used the fact that ;(t) > 1(t), which is due to (7.1), and
that z1(¢) < z;(¢ ) which is due to the ordering of the particles. Since z;(t) < —coe€!
and z1(t) = —cie, the upper bound in (7.15) is negative if ¢ is large enough. We
therefore conclude that for any fixed k, if there exist unbounded times ¢ such that
Ty ()2 (t) = 2, (t)? — K, then z,(t)x;(t) = 2,(t)? — K for any ¢ large enough. But
this is excluded since z,(t) > 0 and x;(t) — —oco. This concludes the proof of
(7.14), and the lemma follows by plugging into the definition of P,,;(¢). d

N

N

Lemma 7.8. Ifig ¢ {1,n} and x;,(t) remains uniformly bounded in t, then for any
j € [n—1], there exists some «; € [0,1] such that P;,;(t) — o ast — +0c0.



24 GESHKOVSKI, LETROUIT, POLYANSKIY, AND RIGOLLET

Proof. Assume that ig ¢ {1,n}. Then z1(t) > —o0 and x,(t) — 4+ as t — +o0.
Also, z;,(t) — 0 due to (7.11).

We write z;, (t) = y;, (t)e~". Since v, > 0 and 71 < 0, we notice that the function

Zi;ﬁio 6%0%

1+ ZZ#’LQ e'Y'ie
takes value —oo at —o0, and +00 at +00, and has positive derivative. Thus it takes
the value 0 exactly once, and we denote this point by 6y. We prove that y;, (t) — 6o
as t — +00. We observe that e%io®* =1 + o(1). Using Lemma 7.5 we have

Yio (t) = etdjio (t) — Yio (t)

= (Pugig (1) = gy (1) + ¢* Y.

J#io

g:0—

oo (B (75 +o(1))
L+ 0(1) + X, ¥ (D OnFoll) (5 + o(1))-
io

We recognize that the sum in the above expression is roughly equal to g(y;,). If the
latter is not close to 0 for large times, then y;, (¢) necessarily have a huge magnitude
due to the e* factor, leading to a contradiction. Fix e > 0. If y;,(t) > 6y + ¢ for
some large time ¢ > 0, then, noticing that |y;, (t)| = €|z, (t)| = o(e!), we get

Jio (1) = o(e") + € (9(yio (t) + 0(ys, (1))
But g(y;,(t)) = 6 = d(¢). Hence
. 0 o4
Yio (8) = 562
for any larger time s > ¢, which contradicts the fact that |y;,(s)| = o(e®). We get a
similar contradiction if y;,(¢) < 6y — ¢ for large enough ¢. This concludes the proof
that Yio (t) — 90.
As a consequence, x;,(t)x;(t) — 6py; for any i # ig, and we deduce Lemma
7.8. ([

7.3. Concluding the proof of Theorem 2.1.

Proof of Theorem 2.1. By Lemma 7.6, there is at most one index iy € [n] for which
the particle x;,(t) remains bounded for any ¢ > 0. In turn, for any i € [n]\{io}, we
may invoke Lemma 7.4 which entails that P;;(t) converges to either d1; or d,,; as
t — +oo (with doubly exponential rate). And by ordering of the particles, for indices
i1 < i different from 49, and P, ;(t) — 6,; then necessarily P;,;(t) — 6,; as well.
Consequently, all but at most one row of P(t) converge to either e; = (1,0,...,0) or
en = (0,...,1) as t > +o0. For the ig-th row, we may invoke either Lemma 7.7 or
Lemma 7.8. The former applies if ig € {1,n}, and entails that the ip-th row of P(t)
converges either to e; or e,, while the latter applies if ig ¢ {1,n}, and entails that
the ig-th row of P(t) converges to some vector a € R? with non-negative entries.
Finally, since the ig-th row of P(t) has entries which sum up to 1, then so does a.
These conclusions lead us to a final limit matrix P* which has precisely the form
indicated in Figure 2 (namely, P* € &), as desired. O

7.4. The higher dimensional case.

Remark 7.9. The extension of Theorem 2.1 to d = 2 is not straightforward due
to rare pathological situations. For example, suppose d = 2, n = 2, and the initial
configuration x1(0) = (1,&) and x2(0) = (1, —¢). One can check that z;(t) — (1,0)
as t — +o0, for i = 1,2, which means that a single cluster appears. However, the
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self-attention matriz converges toward the identity (which has rank 2). Therefore,
it is not true in full generality that the rank of the limiting self-attention matriz is
equal to the number of clusters as t — 4+, although we believe that the result is
true for almost all initial conditions.

8. PROOFS OF THEOREMS 3.1 AND 8.5

In this section, we focus on proving our result in the case
V =1d.

We also provide a full picture of the behavior of the dynamics in the case V = —Id
in Section 8.2.

8.1. Clustering towards vertices of convex polytopes: Theorem 3.1. In
this section, we prove Theorem 3.1-—namely, we show that particles {z;(t)}ie[n]
following the rescaled dynamics

) n eeQCt’(Azi(t),AZj(t))
400 = 2 | s | 10 — 2(0) (8.1)

J=1

converge, as t — o0, toward the boundary of a particular convex polytope. In (8.1)
we made use the shorthand notation

A= (Q'K)?. (8.2)

The precise statement is the following:

N

Theorem 8.1 (Convergence toward points on the boundary of a convex polytope).
Suppose V=I5 and QT K > 0. For any initial datum (21(0),...,2,(0)) € (R,
the solution to (8.1) is such that its convexr hull conv{z (t),...,z,(t)} converges to
some convex polytope K < R? as t — +oo. Furthermore, let U = {vi,...,om},
m < n, denote the set of vertices of IC, and consider

5= {oe K| J4s]? = maxcaz A0},
je[m

with A defined in (8.2). Then 8 has finite cardinality, and ¥V < 8§ < oK u {0}.
Finally, for any i € [n] there exists a point Z € 8 such that z;(t) — Z as t — +0o0.
In particular, z;(t) converges either to the boundary of I, or to 0.

8.1.1. The convex hull is shrinking. To prove Theorem 8.1, we begin with the fol-
lowing illustrative result.

Proposition 8.2. Suppose V = I; and QTK > 0. Then the solution {2;(-)}ic[n]
to (8.1) is such that t — conv({2;(t)}ie[n]) s non-increasing in the sense of set-
inclusion.

Proof of Proposition 8.2. Fix t > 0 and let H < R? be a closed half-space which
does not contain any of the points z;(t). We define the map

a:s— _m[iri dist(z;(s), H)
€eln
for s > 0. We claim that

« is non-decreasing on [t, +0). (8.3)

Before proving (8.3), let us show how to conclude the proof of Proposition 8.2
using this claim. It follows from (8.3) that if conv({z;(t)}ie[n]) N H = &, then
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conv({z;(t') }iefn]) N H = & for any ' > t. Writing the convex set conv({2;(t)}ie[n])
as

conv ({2 (t) Viern)) = N H' = N RA\H,
H’ open half-space H closed half-space
conv({zi(t)}icpn))<H’ conv({zi(t)}iern)) "H=0

we get that conv({z;(t') }ic[n]) < conv({z;(t)}icrn)) for any ¢ > t.
We now turn to the proof of the claim (8.3). Denoting by n the unit outer normal
to H and by projy the orthogonal projection onto the closed set H, we have

dist(x, H) = {x — projy(x),n).

If ¢t — z(t) is a differentiable curve, writing z(t) = {&(¢), n)n + v(t) where v(t) € H
we have - (projy (z(t))) = v(t), whence

d .. .
—dist(a(t), H) = (1), n). (8.4)

Let T > t denote the infimum of the times for which one of the points z;(t) lies
in H. Now fix s € [t,T), and denote by M (s) the set of indexes i € [n] such that
dist(z;(s), H) is minimal. For h — 0, we have
a(s+h) = min dist(z;(s+ h), H)
€M (s)

. : d .
= lem]\}](qs) (dlSt(Zi(S), H) + hadlst(zi(s), H) + 0(h)>

=a(s)+h <Z€rn]\/[1&) didlst(zl( ), H)) +o(h).
Consequently,

da d
—(s) = —dist(z; H).
a8 = i g dist(zi(s), H)

Moreover, for any ¢ € M(s), one has

%dlst(zz( ), H) Y 2i(s),n) = Z Pij(s)(z;(s) — zi(s),m)

\%

0,

where the last inequality comes from the fact that each term in the sum is non-
negative, since ¢ € M (s). This proves (8.3) (and, as a byproduct, that T = +o0). O

The following fact immediately ensues.

Corollary 8.3. Foranyie [n] andt >0, 2(t) € conv({2;(0)}ien])- In particular,
zi(+) is uniformly bounded in time.

8.1.2. Proof of Theorem 8.1.

Proof of Theorem 8.1. As a consequence of Proposition 8.2, the set conv({2;(t)}e[n])
converges as t — +00 toward some convex polytope K. In the remainder of the
proof, we look to show that the particles z;(¢) can in fact converge only to some
well-distinguished points lying on the boundary of this polytope.

Step 1. The candidate set of limit points. We denote by ¥ = {vy,...,v,,} the
set of vertices of K. Writing any = € K as a convex combination of these vertices:
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x =" ajv; for some weights a; > 0 with 37" ) a; = 1, we gather that

HA:L'||2 — <AI’7 Z OLjAUj = Z Oéj <AI,AU]> < JG[E’l;nX]<AI’, A'U]>

j=1 j=1
Let 8 < K denote the set of points w € K such that

| Aw|? = max{Aw, Av;).
je[m]

The following holds—we postpone the proof to after that of the theorem.

27

Claim 1. ¥ < 8. Moreover, if 0 € K, then 0 € 8. Finally, § < 0K u {0}, and S

has finite cardinality.

Now, for § > 0, we define the set Ss of points in K at distance at most § from S:

S5 = {x € K | dist(z,8) < d}.

Since § is finite, there exists a sufficiently small g > 0 such that for any § < &,
the set 8§ has M := #8 connected components, with any two of these connected
components being separated by a distance of at least §g. Our goal is to prove that
for any i € [n], and for sufficiently large ¢, the particle z;(t) remains in one of these

connected components. In the sequel, we fix i € [n].

Figure 9. An example configuration of the sets § and S5 in R?. The
set 8 consists of all green nodes along the boundary of d/C, while Ss is
the union of all yellow "hemispheres". The latter are pairwise disjoint
and are the connected components of S5, which we denote by 6y, for
ke [M].

Step 2. z;(t) must grow if it is not already in Ss. We now prove that there
exists some 7 = v(K) > 0 (depending only on the geometry of K) such that for any

d € (0,0¢], there exists T(d) > 0 such that if ¢ > T'(0) and z;(t) ¢ S5, then

d
— Az (D> = ~4.
dtHZ()H Yo

(8.7)



28 GESHKOVSKI, LETROUIT, POLYANSKIY, AND RIGOLLET

To this end, we observe that

6<Azl(t) Azj(t)ye?t
€<Azl(t) Az, (1) >62f< ( (t) - Zi(t))v AZZ(t)>

S Az O = (A5, Ax(0) = )

a;(t) . (8.8)

where we have set
a;j(t) = (A(z(t) — zi(1)), Az (t)).
(To obtain the last equality in (8.8), divide both the numerator and the denominator

by el Az (O17¢* ) The following holds.

Claim 2. There exists some constant v = ~'(K) > 0 depending only on the geom-
etry of K such that the following holds. Fiz 6 € (0,00]. There exists T'(§) > 0 such
that if t = T'(6) and z;(t) ¢ Ss, then there exists j € [n] such that a;(t) = +'9.

We postpone the proof of this claim to after that of the theorem. We seek to
use this claim in obtaining a lower bound of b;(t) for any j, whenever ¢ is small
enough and ¢ is large enough. Since by Corollary 8.3, for any j € [n], t — z;(t) is
uniformly bounded on [0, +00), we gather that a;(-) € L*(0, +00). So we may set

K 1= maxsup |a;(t)].
j€n] t=0

Let t > 0 be fixed. We define
B(t) = (e [n] | a;(t) > 0}.
We pick an index jo(t) maximizing a;(t), namely
Jjo(t) € argmax er,ja;(t).

Observe that jo(t) € B(t) since a;,)(t) = a;(t) = 0. Clearly

bi(t) =0 for all j € B(t). (8.9)
In fact, we also have
b (1) = aﬂ%ﬂ(t) (8.10)
Now suppose that j ¢ B(t); since a;(t) > —~, and
e 1 < e %iome”
Doy e B Zk L ear(t)e b 7
we gather that
b;(t) = — ke~ %ow (1)e* for all j € [n]\B(t). (8.11)
Using (8.9), (8.10) and (8.11) in (8.8), we find
L > 200 o0

The above inequality along with Claim 2 lead us to deduce that there exists T'(§) > 0

(possibly larger than T7(§)) such that (8.7) holds whenever ¢ > T(§), with v = ﬁ,
as desired.
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Step 3: z;(t) cannot circulate indefinitely between the connected com-
ponents of Ss. Since z; € L*([0,+00)) by Corollary 8.3, from (8.1) we gather
that 2, € L*([0, +00)) as well. And since any two connected components of S5, are
separated by a distance at least dy, we deduce that it takes a time at least
o= %
|\Zi\|Lfc([o,+oo))

for z; to go from one connected component of 85, to another one. Fix ¢ € (0,dp)

such that
Toydo

8R|Alop’

where R := maxX;e[n] | 2j] £ ([0,400))- Denote by

G1,..., By

§ < (8.12)

the connected components of Ss, each of which being the intersection of I with
a Euclidean ball of radius ¢ centered at some point of § (see Figure 9). For any
ke [M],
sup ||Az|?> — inf |Az|? < 4R|A[op0. (8.13)
T€B), TEC

We introduce the following binary relation on [M]:

k> (< inf |Az|? > sup |Az|?,
TEBy 2€6,

which is transitive. The underlying idea is the following: if ¢ is sufficiently large, and
if z; starts from some connected component 6, then the only connected components
G, which z; is able to visit later on are those for which k£ > ¢. This travel of z;
has to stop after some time since [M] is finite, > is transitive, and for any ¢, the
relation £ > ¢ does not hold.

Let T = T'(0) be as in Step 2. Suppose that t2 > t; = T and kq, ko € [M] are
distinct and such that z;(t1) € G, , zi(t2) € By, and z;(t) ¢ Ss for any t € (t1,t2).
Per Step 2 (more specifically, (8.7)),

| Azi(t2)* = | Azi(t2) | + Tovdo.
Therefore using (8.13) twice and since § is chosen as in (8.12), we gather that

inf [ Az]* > |Azi(t2)[* — 4R Alopd = [Azi(t1)[* + Toydo — 4R|Aopd
T ko

> inf |Az|® + Tovdo — 4R| Al opd
$E%k1

8.14
> sup [ Azl + Tordo — 8R|Aops 1

we‘@kl
> sup |Az|?.

we‘@kl

Whence ko > k1. We therefore deduce that there exist some 77 > T and k € [M]
such that z;(t) ¢ S5\ Gy, for any t = T".

Step 4. Conclusion. To conclude, it remains to be shown that z;(t) stays in €
for ¢ large enough. For this, in addition to (8.12), we impose
1 YT

0 < ———., 8.15
S| Alondo (8.15)
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For r > 0, we denote by 6; the intersection of K with the closed Euclidean ball of
radius §” having the same center as 6. In particular, 6} = 6. If, after time 77,

z; travels from 6 to the complement of C@E , it spends a time at least
(5% — o)
1Zill 22 ([0, +0))
in ‘@é\‘@g Per Step 2 (used with 02), | Az;|2 has to increase by at least
thk (‘ﬁ ~ 5) 784

|zill Lo (o,400)) 20123l L (0,400))

> 4R Al opd (8.16)

during this travel (the last inequality in (8.16) stems from (8.15)). This implies

1
that z; cannot reenter 6, after having reached the boundary of €,’, due to (8.13).
Thus z(t) ¢ Ss for any sufficiently large ¢, which is impossible due to Step 2 and

1
the uniform boundedness of ¢ — || Az;(t)|. Hence, for sufficiently large t, z;(t) € 6,’ .
Since 6 may be chosen arbitrarily small, this concludes the proof of Theorem 8.1. [

8.1.3. Proving Claims 1 and 2. We now address the proofs of the two claims which
were instrumental in what precedes (along with a sketch of the proof of ¥ < §, as
implied).

Proof of Claim 1. The fact that 0 € § if 0 € K is immediate. We now show that
8 is finite and § < 0K U {0}. Let w € S\{0}. As w = 3", a;v; for some a; > 0
with Z;"zl a; = 1, and since (8.6) holds by definition, it follows that o; = 0 for
any j not attaining the maximum in (8.6). Let Z < [m] denote the set of all such
indices. We have that w = >, 7 a;v; with |Aw|? = (Aw, Av;) for any j € Z.
Whence w is the orthogonal projection onto span{v;},ezr with respect to (A4-, A-).
This yields 8 < 0K. Moreover, since for each subset Z < [m] there exists a unique
such projection w, § is finite. O

Sketch of proof of U < 8. We notice that for any ¢ € [n] and for ¢ large enough, we
have

662t<AZ7' (t)vAZj ()

Zz(t) = Z (Zzl 862t<AZi(t)7Azk(t)>> (zj(t) - Zl(t)) (817)

1%

O (cat i, Y ) (8.18)
n t( Az, e zj(t) — zi(t)), .
JEM;(t) Djpmy e AR AR ’
where M;(t) is the subset of [n] containing all indices j such that
in?}ﬁ<Azi(t)’ Az (t)) — (Azi(t), Azj(t)) < e™*
€ln

(all other terms in the sum (8.17) are negligible). Due to the convergence of
conv({z;(t) }iern]) toward K, we also know that for ¢ large enough,

e all the points z;(t) are contained in a small neighborhood of IC,

e near any element of ¥, there exists some particle z;(t).
Assume for the sake of a contradiction that there exists a vertex v; € ¥ such
that v; ¢ S. We define the convex set C := conv({v;}ic[m]\(;3)- In particular,
dist(v;,C) > 0 since v; is a vertex of K. If Z < [n] denotes the set of indices i such
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that z;(t) lies near v;, then M;(t)nZ = ¢ for any i € Z since v; ¢ §. For i € Z, using
(8.18), we find that dist(z;(¢),C) decays as t — 400 as long as ¢ ¢ M;(t)—indeed,
(8.18) implies that z;(t) is attracted by C. This implies that v; ¢ conv({2x(t') } xe[n])
for ¢’ large enough. This is a contradiction since K < conv({zx(t)}re[n]) for any
t = 0 according to Proposition 8.2. |

Proof of Claim 2. To simplify the notation, we only prove Claim 2 when A = Id.
Assume that ¢t > 0 and that z;(t) ¢ Ss.

First case. Firstly, we prove the claim in the case where z;(t) ¢ Ss5,. For this, we
notice that the function

[ — max{(v;,z) — HJCH2
J€[n]

is continuous, and by definition of §, f is strictly positive on the compact set
K\Int(Ss,) (the complement in K of the interior of Ss,). Hence f(z) = ¢ in this
set for some constant ¢’ > 0. Setting

= {z e R?| dist(x, K) < e},

by continuity we find that f(z) > %/ for z € K \Int(Ss,) and for sufficiently small
e > 0 (fixed in the sequel). For sufficiently large ¢, we have z;(t) € K. for any
i € [n], thus

c/

max(z;(t), z;(t) — zi(t)) = max{z(t),v; — zi(t)) > =.
j€ln] j€lm] 2
Since ¢ is independent of §, we deduce the claim in this case (notice that it suffices
to prove the claim for sufficiently small §).

Second case. Secondly, we prove the claim when z;(t) € 85,\Ss. The proof mainly
relies on the following result:

Lemma 8.4. For any w € S, there exists 3 > 0 such that if> ©* € K n B(w, &),
then
max(w v —x) = Bl —wl. (8.19)
je[m
We postpone the proof of Lemma 8.4 and show how to conclude the proof of
Claim 2. Fix 6 > 0. We set 85

6R
where R := maxe[,] [|2j] = (®). Since conv({z;(t)} e[n]) converges to K as t — +00,
there exists T'(d) > 0 such that for any ¢t > T(0), if z;(t) € B(w,d)\B(w,d) for
some w € 8, then ||z;(t) — z| < n for some z € K n (B(w, dp)\B(w,d)). Therefore,
using Lemma 8.4,

max(zl( ),v; — zi(t)) = max{(z,v; —x)—3Rn = d — 3Ry = éé
je[m j€[m]
To summarize, we have found that for any § > 0 there exists 7'() > 0 such that if

t = T(0) and z(t) € S5,\Ss, then

o™

;g[awﬁ@z( ),vj = 2i(t) =

6. (8.20)

5Here, B(y,r) denotes the closed ball with center y € R? and radius > 0.
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Combining (8.20) with

%%ﬁ@i (t), 25 (t) — zi(t)) = ;g[a%@(t), v; — zi(t))

concludes the proof of Claim 2 in this second case. O

Proof of Lemma 8./4. Let us first address the case where w = 0. Writing any point
x € K\{0} as a convex combination of the vertices as x = 2211 a,;v;, we find

0= <x, ; a;(v;—xz) )= ; a;{z,v; — x). (8.21)

We can exclude having (z,v; —x) = 0 for all j € [m], as this would necessarily imply
that |z|? = 23570 a{w,vj—x) = 0. From (8.21) we deduce max;c[m]{z, vj—2) > 0
for any x € K\{0}. Hence, it is sufficient to prove (8.19) for |z| small enough. We
notice that for any x € X\{0} written as above,

m

) = ) v, @).

j=1
Hence 2 +— maxe[,,{v;, ) is positive for x € K\{0}. Since this function is contin-
uous and homogeneous in z, we deduce the existence of 5 > 0 such that

max(v;, 2) > 26c]|
Jje[m]

for any x € K. For = € K with |z| sufficiently small, we obtain (8.19).
We now assume that w € §\{0}. We set

Ly = {j € [n] | [w]?* = (w,v)}
and
A :=span({v; —w | j € Z,,})
which is orthogonal to w. We also introduce
R = (Rud A .
and we denote by w4 the orthogonal projection on %R. We claim that there exists
p > 0 such that for any j € [m] we have
(w —vj,w) = plmg .
Indeed, this follows from the observation that [m] is finite, and that |rgv;| > 0

implies ¢w—wv;, w) > 0. Therefore, for any = € K, writing z as a convex combination
of the vertices, namely = = 3" | ajv;, we find that

m m

plraz| < Y, ajlmavy] < Y aw —vj,w) = (w -z, w). (8:22)
j=1 j=1

Fix x € K n B(w, dp). We write = w + ¢’u with 0 < ¢’ < g and |u| = 1. Then
we have the orthogonal decomposition

u=bw+a+r (8.23)

where a € A, r € R and b € R. Since a is a convex combination of the form
a= Y ez, Bj(v; —w), we have [a|* = ¥,; B;{v; — w,a), whence

2
max(a, v; — w) > af".
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We deduce that
L — ! L _ s
%%i(<w,vj x) grel%i(@u + 0'u, (v; —w) — 0'uy
= —&'b|w|? — 6" + & max{a, v; — w)
J€Tw
> —§'b|w|? — 6" + &'||al®. (8.24)

Notice that b < 0 by combining (8.22) and (8.23). Since [|u| = 1 and using (8.22)
we have

1=0"+[al* + |r|* < af® + b* < s(]al* + )

where k := 14p~2||w||*. We deduce that either |a|? = (2x)~! or —b = |b| = (2k) 2.
Plugging this knowledge in (8.24) and using the fact that |w| > 0, we finally deduce
the existence of an a > 0 (independent of § > 0 and x € K n B(w, dy)) such that

ax{z,v; —z) = ad’ — 6% = alr —w|| - |z — w|*.
je[m]

This proves (8.19) when |z —w| < §.

It thus remains to show that (8.19) holds for all 2 € K n (B(w, é0)\B(w, §)). To
this end, we notice that x — max;e[,,{x,v; — ) is continuous in the connected set
K n (B(w, é0)\B(w, §)), non-negative according to (8.5), and it is nowhere 0 (by
definition of 8). Therefore, it is strictly positive, and denote by o’ > 0 some lower
bound. Then for z € K n (B(w, d0)\B(w, §)), we have

/

max{(z,v; —z)=a > ng —w].
je[m] 60

This concludes the proof of Lemma 8.4. O

8.2. A cluster at the origin. We complete this section by addressing the case
V = —1I, for which the convergence of the solutions of (1.1) is the simplest, since
a unique cluster forms at the origin. We also suppose that QT K = Id: in other
words, we consider the dynamics

(1) i ( e<@i(),z; () ) " , | .
mt == " ; (1), t e [0,+00), )
j=1 Zk:l ez (1), () J

with a prescribed initial condition (z1(0),...,z,(0)) € (R%)".

Theorem 8.5 (Convergence toward the origin). Suppose V = —I; and Q'K = I,.
Then, for any initial sequence of tokens (x1(0),...,2,(0)) € (RH)", and for any
i € [n], we have |x;(t)| — 0 as t — +c0.

Remark 8.6. In the setting of Theorem 8.5, the self-attention matriz P(t) defined
in (1.2) converges, as t — 4+, to the n x n matriz with all entries equal to 1/n.

8.2.1. Proof of Theorem 8.5. We begin by showing that for any i € [n], the solu-
tion to (8.25) is uniformly bounded for all ¢ > 0. In the sequel, we fix an initial
configuration (z1(0),...,2,(0)) € (R%)".

Lemma 8.7. The trajectories of (8.25) are uniformly bounded in time—namely,
there exists R > 0 (depending solely on n and the initial configuration) such that
the solution z;(-) to (8.25) satisfies ||z;(t)| < R for any i€ [n] and t > 0.
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Proof of Lemma 8.7. We fix i € [n]. For t = 0, we denote by D;(t) the set of points
xy(t) such that {(z;(t),zx(t)) = 0. We also set

Si(t) := Z e<mi(t)’x’“(t)><xi(t),xk(t)>,
kGDi(t)

and
_ Z eSmi(0),m (1))
k=1

Since 1 + x < e” whence e~ "z < 1, we deduce that

H ( )”2 Zk 1 €<Z1 o t)><‘r ( ) (t)> < ( ) tn
2 dt R;(t) SORi(t)
Now since 1 — z < e™* whence e < 1+ e”z, we find that R;(t) < n + S;(t).
Consequently, if we assume that |z;(¢ )H2 > 2n then S;(t) = 2n, and therefore

1d 751'(0 +n

g —/—r—— < -1
2 dtH zi()] n+ S;(t)
This shows that ||x;(t)] < max{|x;(0)||,v/2n} for any t > 0, which concludes the
proof. (I

By virtue of Lemma 7.1, we are able to characterize the stationary configurations
for the dynamics (8.25)—namely, the set of points (Z1,...,Z,) € (RY)" satisfying

" <'I’17'LJ> B
2 (g )=
for all i € [n].

Lemma 8.8. The unique stationary configuration for (8.25) ist1 = ... = I, = 0.

Proof. Assume that (Z,...,7,) € (RY)" is a stationary configuration for the dy-
namics (8.25). We consider f : R? — R defined as

f:xz—log (an 6<I’jj>> .

Jj=1

Per Lemma 7.1, f is convex, whence
f(@) = f(@:) + <V f(@), 2 — i)

for z € R? and i € [n]. Since Vf(Z;) = 0 for any i € [n], we gather that f(z) >
f(&;), whence Z; is a global minimizer of f for any ¢ € [n]. By convexity, f is
constant on conv({Z;};c[n)). Since f is analytic on the affine space £ spanned by
the points Z;, i € [n], it is then constant on E as well. Now assume that not all
of the points Z; are equal, and pick an index ig € [n] such that Z;, is not equal
to the projection of the origin onto E. Then there exists some jo € [n] such that
(Tijy — Zj,, Tiyy # 0. For any s € R, we set Py := T, + s(Z;, — Tj,) € E, and we
notice that f(Ps) = (Ps, Z;,», where the lower bound tends to +oo either when
s — 400 or when s — —oo. This contradicts the fact that f is constant on E. We
conclude that the Z; are all equal for 7 € [n]. The only value they can then take is
necessarily 0. d
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+00
Lemma 8.9. The trajectories of (8.25) satisfyf |l&;(1)]* dt < +oo for any
0
i€ [n].

Proof. The function

Pt i zn] REAOENON

i=1j=1
is non-increasing, as demonstrated by the following simple computation:

dg _ ZZ t),2;(t) ><l'z _22 Z (s (t),x;(t ()>
233 3, OO 0

Being non-negative, £(t) thus converges as t — +00. Since (x;(t),z;(t)) = R for
some (possibly negative) R € R by virtue of Lemma 8.7, we deduce that

+00 +o0 M N
f EAGIRCES ‘Rf D0 2, e O ()2 dt = e (2 (0)— lim L(1)),

t—+00
0 i=1j=1 -

which concludes the proof. (I
We are now able to conclude the proof of Theorem 8.5.

Proof of Theorem 8.5. We set X(t) := (z1(t),...,z,(t)) € (R)™. If X(t) does not
converge to 0, the compactness provided by Lemma 8.7 implies that there is a
sequence {t,}{% with ¢ty — 400, and X* = (zF,...,2%) € (R%)"\{0}, such that
X(tx) — X* as k — +00. To conclude the proof, it suffices to show that X* i

a stationary configuration of the dynamics: this directly leads to a contradiction
per Lemma 8.8. Therefore, assume that X* is not a stationary configuration of
the dynamics. We denote by X*(t) = (x¥(t), ...,z (¢t)) the solution of (8.25) with
initial condition X*. Then, there exists ¢ € [n] such that £](0) # 0. We set
e = [z}(0)]. We select Ty > 0 (possibly small) such that |z} (t)| > § for t € [0, Tp].
It follows from (6.6) in Proposition 6.5 (which is verified according to Corollary 6.6)
that for any 0 > 0 there exists kg € N such that |X(¢tx + t) — X*(¢)| < 0 for any
t € [0,7Tp] and any k = ko. By (6.5) in Proposition 6.5 (which is verified according
to Corollary 6.6), we obtain that |z;(tx +t) — 29(¢)| < C6 for t € [0,Ty] and any
k = ko. Choosing ¢ > 0 sufficiently small, we ‘obtain that |Zi(tr +t)| = § for
t € [0,7p] and any k > ko. This contradicts Lemma 8.9. O

9. PROOF OF THEOREM 4.2

To ensure clarity, we present the proof of Theorem 4.2 under the assumption
that V is diagonalizable. However, this assumption is not necessary. In Remark
9.5, we explain how the proof can be modified to accommodate non-diagonalizable
V.

Let us therefore assume that V is diagonalizable. Let (p1,...,¢q) be an or-
thonormal basis of eigenvectors associated to eigenvalues (A1,...,Aq), ordered in a
decreasing manner regarding their modulus: [\1]| = ... > |Ay|. (Starting from this
point and throughout, we use the symbol X\ exclusively to denote the eigenvalues of
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V.) With the exception of A\; € R, all the other eigenvalues (and eigenvectors) may
be complex. We denote by (¢7,..., ¢}) the dual basis of (¢1,...,¢aq).

9.1. Some monotonicity properties and bounds. To start, we present some
general facts that are prove useful in all subsequent sub-cases.

Lemma 9.1. Suppose k € [d] is such that A\, = 0. Then t — maxje[n] 0r(z;(t))
is a nmon-increasing and bounded function, and t +— minjep, ) ¢k 2(%(t)) is a non-
decreasing and bounded function. In particular, t — ¢} (zl(t)) is uniformly bounded
as a function on [0,400) for any i € [n].

Proof. For any k € [d] and any t > 0, set
ap(t) = min oy (2;(t)),  Br(t) = maxoi(z;(t)).
Jj€ln] jeln]
Let i € [n] be an index such that ax(t) = ¢} (2:(t)). Then we have

E0) = TR0 V0 ~20)

- Z 5 () (@5 (25 (1) — 0k (2:(t))) = 0

where the last inequality stems from the fact that Ay > 0 and the choice of index
i. This proves that ay(-) is non-decreasing, as desired. Arguing similarly, one finds
that Si(-) is non-increasing. As a consequence, a(0) < a(t) < Bi(t) < Br(0) for
any t > 0, which shows that ay(-) and Bx(-) are bounded. O

Corollary 9.2. If V only has real non-negative eigenvalues (spec(V') < [0,+00)),
then z;(-) € L*([0, +00)).

Lemma 9.3. Fiz k € [d] and i € [n]. Then there exists a constant C' > 0 such that
|<P: (etvzi(t))| < Cellt
holds for all t > 0.

Proof. We naturally make use of the equation for z;(t) := eV 2;(¢). Fix t > 0. We
have

S O = 20 (PO et - 28 (

_m<
2

2|/\k| aX\wk(%(t))l :

)i (Va;(t ))@Z(l‘i(ﬂ))

EM: i M:

Pij()Ake (x5 (1)) ok (fci(t))>

Choosing i € [n] running over the set of indices such that |} (z;(t))| is maximal,
we obtain

dt je[n
We conclude the proof by applying Gronwall’s lemma. (I

d
 max i (5 (1)) < 2|Ak|§rel[3§ o (25(1)]?.
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9.2. Proof of Theorem 4.2. We now prove Theorem 4.2. We again recall that
A1 is simple and positive, and the eigenvalues of V' are ordered in decreasing order
of modulus: A1 > |Ag| = ... = |4l

Proof of Theorem 4.2. We look to prove that for any i € [n], the component of z;(t)
along the principal eigenvector @1, i.e. ¢¥(2;(t)), converges as t — +00. We also
show that there exists a set of at most 3 real numbers (depending on the initial
datum (z1(0), ..., 2,(0))) such that for any i € [n] the limit of ¢¥(z;(t)) belongs to
this set. Theorem 4.2 directly follows from these facts.

Let i € [n] be fixed. Recall from Lemma 9.1 that ¢¥(z;(t)) is uniformly bounded
for any t € [0, +o0). We set

a:= lim ;2[1% 01 (2(1)), b:= lim mex oy 1(2(t))- (9.1)

(Note that by Lemma 9.1, a = minjep,) ¢7 (25(0)) and b < maxepn) @7 (24(0)).) For
c € {0,a,b}, we define the candldate limiting hyperplanes for z;(t):

= {zeR?| pf(z) =¢}.

We show that z;(t) converges either to Hp, to H, or to Hy. If a = b = 0, then
according to (9.1) all particles converge to Hy and there is nothing left to prove.
We now distinguish two scenarios:

i) either for any € > 0, |¢¥(z;(t))| < € for ¢ large enough—in which case, we
P1
deduce that z;(t) converges toward Hy as t — +o0—,

(i) or |p¥(zi(tk))| > €0 for some gy > 0 and for some sequence of positive times
{ti};2 with t, — +o0.

Since case (i) is straightforward, let us handle case (ii). Without loss of generality,
we can extract a subsequence of times (which we do not relabel, for simplicity of
notation) along which

@7 (2 (t)) > eo- (9.2)
Let € € (0,20] be fixed and to be chosen later. We set

)= <Qetvzi(t), Ketvzj(t)>,

so that

1 d w.}(t) .
N 2 ST 7 (91 (2 (1) — 9T (2:(1))) - (9.3)

We look to obtain a lower bound for the right-hand side in the above identity. Let
us use the shorthand

cre := {Qvr, Kpu)

for k,¢ € [d]. By assumption, c1; > 0. We have ¢} (e!Vz;(t)) = e ¥ (2(t)) and
the following spectral expansion holds:

d
DI HEAG)
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Using this fact, as well as Lemma 9.3, we gather that

w;(t) — Cne%t@f(Zi(f))wik(zj(t))’ =1 D, ek zn)ef (¢ z(1)
(k,£)#(1,1)

< D0 lewe [oF (€ z0)| [oF (€7 25(0))]
(k,£)#(1,1)

<CQHQTKHOP Z oMkl + et
(k,0)#(1,1)

< QT K op(d — 1)% elr Al (9-4)

=:C"

holds for all ¢ = 0 and j € [n]. Now since A; > 0, Lemma 9.1 implies that for any
t = 0 there exists an index i (t) € [n] such that

T (2ig (1) (1)) = . (9.5)

With jo(t) € argmax;cp,,jw;(t), using (9.4) and (9.5) we see that

Wio(y(£) = Wiy (8) > 110t (z:(£) et — Cleat e, (9.6)

Now for any ¢ within the sequence {t;};~], combining the first inequality in (9.6)
with the fact that ¢;; > 0, (9.2) and (9.4), we deduce that

2C7 —u-lral 9.7)

01 (Zio) (1)) — @1 (2ig () (1)) = e
11€

As A1 > |Ag|, for ¢ large enough, we find that we can lower bound the above
expression by —%. We now define the set of indices

N(t) :={j € [n] | T (2i(t)) — T (2(t)) = 0}.

Take ¢ within the sequence {t;};% such that ¢ (z;(t)) < b—e and large enough so
that (9.7) is lower bounded by —% (if such a t does no exist, we immediately conclude
that @¥(z;(t)) — b as t — +00). Using (9.5) and the subsequent derivations, we
deduce that

3e
P i (1) — 21 (2(0) > &,
and since 7 (z;(t)) — ¥ (z(t)) = 0 for j ¢ N(t), we expand in (9.3) to get
1 d , eWio( (1) ei (®) N N
L iy s S0 3 (1) — o (z(1))).
N dt@l (z:(t)) Dke1 ewr () 4 JE; ewk(t) (01 (2;(1)) — 9T (2i(1)))
(9.8)

On another hand, for j € N(t), we may use (9.4) to find
w;(t) < cr1p¥ (2i(t)) 2?1t 4 OlePMatAat, (9.9)

We set

Cop := max T (2;(0)) — min T (z;(0)).
jeln] jeln]
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Using the monotonicity properties from Lemma 9.1, as well as (9.9) in (9.8), we
obtain

1 s e (engtlanpe +0’e“‘*‘k2'”)
)\*E%T(Zi(f)) > ——Con )
' exp (11 (24(1))be2t — CreCutiralt)

4dn
Given our choice of ¢, we have ¥ (2;(t))? — bp¥ (2:(t)) < —e(b —¢€), so we conclude
from the inequality just above that

1 d 3e
nal T(zi(t) = P Conexp ( —cpe(b —e)e?Mt 4 QC’e(AlJ’l)‘ZDt). (9.10)

Since A1 > | Az, it follows from (9.10) that there exists T' > 0 such that for any ¢
within the sequence {t;};}* for which ¢t > T and ¥ (z;(t)) € [e,b — €], there holds
d A€
A ) = 5
This shows the existence of a larger time horizon 77 > T such that p¥(2;(t)) > b—¢
whenever ¢ > T’. And since € can be taken arbitrarily small, we deduce that
©F(#i(t)) converges toward b, namely that z;(t) converges toward Hp, as t — +0.

Arguing in the same way as above, and assuming without loss of generality that
a < 0, we may find that all indices i € [n] for which ¥ (z(tx)) < —eo for some
€o > 0 and some sequence t — +00, the particle z;(t) converges toward H, as
t — 4o00. This concludes the proof. ([

9.3. Remarks.

Remark 9.4. Theorem 4.2 establishes the convergence of ©¥(z;(t)) for any i € [n]
ast — +00, but does not preclude the fact that |z;(t)| may diverge toward +o (along
the hyperplane) as t — 4o00. This is indeed expected (and observed numerically—
see Figure 6) when V has some negative eigenvalues. We also note that when all
the eigenvalues of V' are non-negative, Corollary 9.2 shows that all the z;(t) remain
bounded.

Remark 9.5 (The case where V is not diagonalizable). If V is not assumed to
be diagonalizable, Lemma 9.3 (or, at least the proof thereof) requires some modi-
fications. Let 6 := Ay — |\a| > 0. Let € > 0 be fized and to be chosen later. We
decompose V' in Jordan blocks, and we consider

‘=P F, (9.11)
k=1

where Fyi is the span of the Jordan chain corresponding to the k-th Jordan block.
By a slight abuse of notation (solely for the purpose of this remark), we denote by
A the eigenvalue associated to the k-th Jordan block. We recall that we can choose

a basis (Pr1,-- -, Pk,j,) of each Fy in a way that Vig, reads in this basis as®
>\k €
(9.12)
€
Ak

6Recall that Jordan blocks are commonly written with a +1 in the superdiagonal. This can
be replaced by any non-zero complex scalar as done here—see [15, Chapter 3, Corollary 3.1.21].
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We observe that if € is chosen sufficiently small (depending only on ¢), Lemma 9.3
may be replaced by the following estimate in each Fy:

IC >0, Vt =0, Vie [n], |7, (" 2(1)| < Celrel+o)t, (9.13)

Here, mg, denotes the orthogonal projection onto Fy. To prove estimate (9.13), we
follow the proof of Lemma 9.3, with & |mg, (2;(t))||* playing the role of % \(p;’c‘(xz(t))|2
The key observation is that combining (9.11) and (9.12) we obtain

|7, (Vs ($)] < (IAk] + 0)llmss, (i (1)),

provided € is chosen sufficiently small. Then (9.13) follows as in Lemma 9.5.

With (9.11) at hand, the proof of Theorem 4.2 carries through, under the im-
pactless modification that CePM X240t replaces (9.4) (and subsequent estimates
are modified in the same way).

10. PROOF OF THEOREM 5.2

In this section, we establish the proof for Theorem 5.2. Since the proof is essen-
tially a combination of the proofs of Theorems 4.2 and 8.1, we may occasionally
skip certain details and refer to the proofs of these two results. As done throughout
this work, we set

A= (QTK)>.
Let g : R — F be the projection onto F parallel to €, and 7g : R? — € the
projection onto € parallel to &. The set 7g (conv({z;(t)}ic[n])) is a convex subset
of & which is non-increasing with respect to ¢ (the proof of this fact is identital to
that of Proposition 8.2). It therefore converges toward some convex polytope K as
t — +o0.
Fix i € [n]. We have

n e<Ae 2 (t),Ae'V z; (t)>
T ; Zk ] (At 2 (8), AetV zi (1)) (V(ZJ (t) % (t)))

6<AetVz (t),Ae™Y (2; ()2 (1))
Z Zk ) o(AeV Z; (1), ActV (21 (1) —zi (1)) ﬂ-‘?(v(zj(t) - Zz(t)))

From this point on, we follow the proof of Theorem 8.1, and we solely highlight the
changes compared to the original proof. Roughly speaking, this new proof amounts
to adding projections g at several places. We denote by § < F the set of points
w € IC such that

e (Aw)|* = max (g (Aw), 7 (Av;)) -

The fact that § = dK and that § has finite cardinality is proved precisely as Claim
1 (in the proof of Theorem 8.1), simply by replacing all occurrences of A- by mg(A-).
Once again, 85 denotes the set of all points in I at distance < § to some point of
S.

Step 2 in the proof of Theorem 8.1 (i.e., (8.7)) is replaced by the following
statement:

Step 2’: There exists a constant v = v(K) > 0 (depending only on the geometry
of K) such that for any ¢ € (0, dg], there exists T' = T'(6) > 0 such that if t > T and
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7 (2i(t)) ¢ Ss, then
(A=) > 6
We now proceed in proving this statement.
Proof of Step 2°. We set
a;(t) := (r5(Az (1)), 75 (A(z; (1) — 2(1)))

and
i (t) = (Ae' zi(t), Ae' (2 (t) — z(t))) — a;(t)e* .
We find
1d .
3 gl (Azi(0)° = (e (A% (1), 73.(A2i(1)))
n (AetY zi(t),Ae"Y 2 (1))
= ]; (ZZ_l 6<Aetvzi(t)7Aetvzk(t)>> <7T9 (A(Z] (t) - Zl(t)))a TF (AZZ (t))>
n oAt 2 (), Ae™ (2 (1) ~2i(1)))
= ]; ZZ:l (AV 2 (1), AetV (21, (8)—zi (1)) <7Tg (A(Zj (t> % (t)))7 TF (AZZ (t))>
7 @i () 4 (8)
- 3 S e Y (t). (10.1)

<
Il

-

=:b;(t)

We now make use of the following adaptation of Claim 2.

Claim 3. There exists some constant v' = +'(K) > 0 depending only on the geom-
etry of K such that the following holds. Fiz 6 € (0,60]. There exists T = T(§) > 0
such that if t = T and z;(t) ¢ S5 x G, then there exists j € [n] such that a;(t) = ~'9.

Compared to Step 2 in the proof of Theorem 8.1, we now have to estimate the
coefficients r;(t). To this end, setting y;(t) := Ae!V z;(t) for j € [n], we notice that
Tj(t) = Pl(t) + Pg(t) + Pg(t) where

Pu(t) = (g (43 (1)), ms (w5 (8) — 4 (1)),
Py(t) = (g (yi(t)), mo (y; (1) — wi(t))),
Ps(t) = (mg(yi(t)), ma (5 (1) — 9i(t)))-

By virtue of Lemma 9.3 we have |mg(y;(t))] < Ce*? and |mg(y;(t))] < Cetl2l for
any t > 0 (or Cetl2l+e if Vig is not diagonalizable—see Remark 9.5), hence

|r; ()] < CetGrtiral), (10.2)

Since 7 (z;(t)) is uniformly bounded in ¢ € [0, +o0) for any j € [n] due to Corollary
8.3, we get a;(-) € L¥(0,+00). So we may set

K 1= maxsup |a;(t)].
Jeln] =0

Let t > 0. We define
B(t) := {j € [n] | aj(t)e”‘lt +ri(t) = O}.
Let jo(t) € argmaxe,,(a; (t)e* ! 4 1;(t)). Note that jo(t) € B(t) since

aj, (t)ez)‘lt + 7, (t) = ai(t)e”‘lt +7;(t) = 0.
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We notice the following three properties:
e For j = jo(t), we have bj ) (t) = W (recall the definition of b; in
(10.1));
o for any j € B(t)\{jo}, we have b;(t) > 0;
e for any j ¢ B(t), we have
bj(t) > —kexp (—% ()2t 4+ Ce(’\lﬂf\zl)t) .
Indeed, using the fact that j € B(t) and (10.2), we find
exp (a;(t)e* ! +r;(t)) 1
D1 exp (ap(t)eMt +ri(t)) D exp (ar(t)e?Mt + 1y (1))
< 1
exp (ajo (t)e? ! + 1, (1))

< exp (—ajO (t)e*Mt 4+ Ce(’\1+"\2|)t> )

Making use of these properties in (10.1) yields the desired lower bound—indeed,
if ¢ is sufficiently large and z;(t) ¢ Ss x €, we have {j € [n] | a;(t) = '8} # &
according to Claim 3, and so we deduce that

1d 2 ’7/5 A Se2 Mt (A1 +IxaDt
_ . > 1 vy'de +Ce )
5 q [ Az (t)] - kne

Taking ¢ possibly larger (and depending on ¢), we obtain the result of Step 2. O

Steps 3 and 4 in the proof of Theorem 8.1 are essentially unchanged—we re-
place all the occurrences of |A - || by |75 (A-)| (for instance in (8.13) and (8.14)).
Although |Az;(t)|| may not be uniformly bounded in ¢, it is important to note
that |7 (Az(t))] is uniformly bounded. Similarly, while 2;(t) ¢ L*([0, +0)), we
do have |-$75(2i())| £ ([0,+00)) < +0. The sets S5, B and B} are replaced by
S5 x €, B x € and 6] x G respectively. The conclusion is that ||7g(Az;(t))]? has
to increase by at least

3

70285 —48) _ 51

[2ill oo, vy~ 22010, 400

> 4R[Alopd

during a travel from 6y x € to the complement of C@g x §. As in the proof of
Theorem 8.1 this implies that for any 7 € [n] there exists s € § such that z;(t)
remains at distance at most 0 away from {s} x €. This being true for any § > 0,
we obtain the desired result.

11. NUMERICAL EXPERIMENTS

11.1. Setup. Unless indicated otherwise, all figures presented in this paper were
generated by discretizing the underlying dynamics (either (1.1) or (3.1)) using a
fourth order Runge-Kutta scheme with a step size of 0.1. All points in the initial
sequence were sampled independently from the uniform distribution over the hyper-
cube [—5,5]%. Random matrices (e.g., Q, K, V') have entries sampled independently
from the uniform distribution on [—1,1]. Animated plots of all examples may be
found online at

https://github.com/borjanG/clustering-4-transformers.
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We now present some experiments which motivate some conjectures and claims
made in what precedes.

11.2. Eigenvalues of ALBERT’s value matrices. In Figure 10 we illustrate the

eigenvalues of the value matrices V}, for a couple of heads h in a pre-trained ALBERT

model. We focus on ALBERT-xlarge-v2 available online at
https://huggingface.co/albert-xlarge-v2.

This version uses 16 heads, with sequences of length n = 256 and tokens of di-

mension d = 128. While not all value matrices V}, per head h € [16] satisfy the

assumptions made in Section 4, we illustrate the eigenvalues of a couple of them
which do.

Eigenvalues of value matrix for head 5 Eigenvalues of value matrix for head 14
1.54 1.54
1.04 1.0
0.51 Lo ° 0.51 o
0sRePad o® o ° o
@ 'd.o 14
0.01 <4 T & oo 0.04 ° B
1’&,’: A%t Ly
& © o'
~0.51 L ~0.51 Dt
—~1.01 -1.04
-151 T T d -151 T T d
-2 -1 0 1 -2 -1 0 1

Figure 10. The eigenvalues of V5 and Vi4 in the pre-trained ALBERT
satisfy the eigenvalue assumption made in Section 4.

11.3. Experiments related to Theorem 2.1. We begin with the setup of The-
orem 2.1, which we recall was proven to hold in the case d = 1. Herein we present
a couple of examples (Figures 11 and 12) which elucidate the role that d and n
appear to play in this fact.

Notably, as seen in Fig. 4, we believe that the conclusion of Theorem 2.1 could
plausibly be extended to any d > 1, assuming V' > 0.

t = 3.0, rank= 27 t = 5.0, rank= 15 t =10.0, rank= 3

Figure 11. We expand on Fig. 3—for the same setup, consider n = 100.
The sequence length n does not appear to influence the rank of P(t),
which is expected since the rank of P corresponds to the number of
leaders.
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t = 0.0, rank= 40 t = 0.2, rank= 40 t = 1.0, rank= 2 t =10.0, rank= 2
: . ! . '
" . 1 ' 1
Y r ' . 1 . 1
Ll : Ll i I I
- .
L R | | |
. o 1 . 1
= s 8 ' 8 .
- B . 1 : 1
t = 0.0, rank= 40 t =0.5, rank=7 t = 5.0, rank= 2 t =10.0, rank= 2
T
.
(-
1 -
.
.
" -
.
T
: .

t = 0.0, rank= 40 t = 0.5, rank= 4 t = 1.0, rank= 2 t =10.0, rank= 2

Figure 12. We consider n = 40, Q = K = Id and a random matrix
V > 0 in dimensions d = 10 (first row), d = 40 (second row), and d = 80
(third row). The conclusion of Theorem 2.1 appears to transfer to the
higher dimensional case, and this would actually follow from Conjecture
4.3 (should it hold).

11.4. Illustrating Theorem 4.2 in R3. To precisely illustrate the appearance of
at most three hyperplanes in the setting of Theorem 4.2, we gave an example in R2.
We expand on this and provide a couple of toy examples in R? for the purpose of
visualization (we recall that these are toy models, as Transformers in practice are
high-dimensional), and namely focus in both examples on the case where the two
latter eigenvalues are complex. In Fig. 14, we see the effect of having eigenvalues
with a negative real part, and the complementary case is illustrated in Fig. 13.

11.5. Complementing Figure 7. In Figure 7, we illustrate the appearance of
clustering in high-dimension (the ALBERT setup: n = 256 and d = 128) for generic
random matrices (Q, K, V). The value matrix V in question has 65 positive eigen-
values, and we show the conjectured convergence of the 65 coordinates along the
corresponding eigenvectors to one of possibly 3 (generically 2) real scalars. In Fig-
ure 15, we complement this illustration by showing the possible oscillatory and
divergent behavior of the remaining coordinates.

12. OUTLOOK

Several important directions regarding the mathematical theory of Transformers
remain unexplored. An important extension of our work would amount to studying
multi-headed Transformers—borrowing the notation from Remark 3.3, they amount
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t=0.0 t=>5.0 t =40.0

Figure 13. We consider n = 25, Q = K = Id, and V a random matrix
with positive entries and eigenvalues {1,0.1 + 0.08;,1 — 0.08:}. The
pair of complex eigenvalues have a positive real part. We not only
see convergence to one of two hyperplanes determined by the direction
»1 = (0.38,0.8,0.47), but in fact the particles appear to collapse to two
points. In other words, the "hyperplanes" are of codimension 3, which
is in line with Conjecture 4.3.

t=0.0 t=>5.0 t=10.0

Figure 14. We consider n = 25, Q = K = Id, and V a random matrix
with positive entries and eigenvalues {1, —0.05 + 0.25¢, —0.05 — 0.25}.
The pair of complex eigenvalues have a negative real part, which en-
tails the rotation of the particles. We see that the particles rotate
within a couple of 2-dimensional hyperplanes determined by ¢;1 =
(—0.3,—0.8,—0.45), as implied by Theorem 4.2.

(@l st

H

(k1] _ _[K] [£]
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imm \ 3, @t e |
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Non-clustered coordinates

Figure 15. We complement Figure 7 and plot the variance of the set
{p¥(2i(t)): i € [n]} of all coordinates j corresponding to negative eigen-
values of V. We also show the mean along tokens of a couple of coor-
dinates (white lines). Coordinates diverge rapidly to 00 over time t;
y-axis is in log scale.

For each h € [H] (corresponding to a different head), the weight matrices Qp, Kp, V3
are constant. Proofs regarding clustering or convergence of the self-attention matrix
for such dynamics is an open problem. Preliminary numerical investigations seem
to indicate that interesting clustering phenomena also occur in this context. A
characterization or properties of optimal weights by invoking the optimal control
correspondence in the spirit of [34] is also an interesting avenue for future research.
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